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Abstract - The paper presents associate degree off-line signature verification system exploitation support vector machine technique. world options ar extracted from the signatures exploitation argonon rework, for every registered user within the system info variety of reference signatures ar listed and aligned for statistics info extraction concerning his signature. Dynamic time warp rule is employed to align 2 signatures. throughout support vector machine classifier coaching, variety of real and solid signatures ar chosen. A check signature’s verification is established by initial positioning it with every reference signature for the claimed user. The signature is then classified as real or forgery, in keeping with the alignment scores that ar normalized by reference statistics, exploitation commonplace pattern classification techniques. employing a info of 2250 signatures (genuine signatures and good forgeries) from seventy five writers within the planned signature verification system a performance of roughly eighty two is achieved.
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1. INTRODUCTION
Handwritten signature is amongst the first few biometrics to be used even before the advent of computers. Of all biometric technologies, whether biological or non-biological, signature verification offers most potential in terms of adaptability and implementation. This holds true from a number of perspectives i.e. ease of use, low implementation cost and the ease of embedding the system in an organization, without excessively disrupting or affecting existing operations [23]. Signature verification has many applications including use in financial transactions, providing electronic signatures for documents, and in providing additional security measures for computer system authentication. Signature verification also has the advantage that it is culturally more accepted and less intrusive than other biometric techniques, such as fingerprinting and iris scanning [6].
Signature verification procedures can be carried out in offline and online modes. For offline signature verification, the images of signatures found on bank checks and documents are used for verification and are useful in automatic verification of signatures.

On the other hand for signatures that are captured by tablets online signature verification is used. Offline signature systems are more applicable and easy to use in comparison with online systems in many parts of the world however it is considered more difficult than online verification due to the lack of dynamic information.

In signature verification systems, firstly during enrollment users provide a number of signature samples (reference signatures). Then, when a user presents a new signature as test signature claiming to be a particular individual, it is compared with the reference signatures for that individual. If the dissimilarity value is below a certain threshold value the user is authenticated, otherwise denied. Since obtaining actual forgeries is difficult, two forgery types have been defined in signature verification papers: A skilled forgery is signed by a person who has had access to a genuine signature for practice. A random or zero-effort forgery is signed without having any During verification method, the take a look at signature is compared to all or any the reference set signatures, leading to a variety of unsimilarity values.

Then one must choose a method to combine these dissimilarity values in a single number so as to represent the dissimilarity of the test signature to the reference set, and compares it to a threshold to make a decision. The single dissimilarity value can be obtained from the minimum, maximum or the average of all the distance values. Typically, a verification system chooses one of these approaches and discards the other ones. For instance, Jain et al. report the lowest error rates with the minimum distance criterion, among the other three [4]. Instead of choosing one distance as most suitable, in this system, the minimum and maximum dissimilarity values are used in deciding whether the signature is genuine or forgery. These distance values, are used as the features of a signature in its classification as genuine or forgery, after they are normalized by the corresponding values of the reference set, as explained in the following sections.

In this paper an off-line signature verification system using support vector machine (SVM) is proposed. The SVM, a learning method introduced by Vapnik et al. [23],[21], tries to find an optimal hyperplane for separating two classes. Therefore, the misclassification error of knowledge each within the coaching set and take a look at set is decreased .

Basically, SVM have been defined for separating linearly two classes. When data are none linearly separable, a kernel function is used as polynomial function, radial basis function (RBF) or multi layer perceptron. The classification based on SVM involves training and testing stages. The training stage consists to find the optimal parameters.

Hence 2 parameters ought to be determined: the kernel parameter and also the regularization parameter. These two parameters are found experimentally depending on the dataset. The testing stage allows evaluating the robustness of the classifier.

In order to make your mind up if a signature is real or forgery, a choice rule is performed on the outputs of the SVMs wherever values ar positive or negative.
Hence, the output of the SVMs should be transformed to the objective evidences expressed the membership degree. In follow, no commonplace type is outlined for the membership degree.

The only constraint is that it must be limited in the range of 0,1 whereas SVM produce a single output [24]. There are many approaches that are used for offline signature verification, for example, template matching techniques, neural networks, minimum distance classifiers, elastic image matching and others. Many approaches have been developed in the pattern recognition area, which approached the off-line signature verification problem. Numerous methods and approaches are summarized in a number of survey articles [16],[18],[10],[11],[17],[12]. The state of the art in automatic signature verification is presented by Impedovo [7], who addresses the most valuable results obtained so far and highlights the most profitable directions of research to date.

It includes a comprehensive listing of quite three hundred elect references as associate degree aid for researchers operating within the field. SVMs have been used successfully in both offline and online signature verification [7].

Paper presented by Yadav, Kumar, and Patnaik, discuss a brief survey of various offline approaches used by the researchers. In the paper declared that main phases of the signature verification follow the sequence: preprocessing, feature extraction, data training, and signature verification. Feature extraction phase can be based on following types of features: global features, local features, and transition feature. In the verification techniques different methods are used like: graph matching technique, geometric center, critical points approach [14].

A brief overview of the recent works on static signature verification is presented by Bhosale and Karwankar. Different existing approaches used for signature verification are discussed and compared in the review. They discussed template matching techniques, simple distance classifiers, neural networks, structural techniques, support vector machines, hidden Markov models. The results show that there are still many challenges in this domain which includes the signatures from the same person are similar but not identical. In addition, a person’s signature often changes during their life due to age, illness and up to some extent the emotional state of the person [25].

Substantial analysis has been undertaken within the field of signature verification involving English signatures. In order to convey the state-of-the-art in the field to researchers, a survey of non-English and non-Latin signature verification systems is presented by Pal, and Blumenstein. Different existing approaches are discussed and compared. They observed that among the literature of non-English signature verification research, the maximum work has been performed for Chinese language systems. For Japanese, Arabic and Persian only a few pieces of work have been done. Despite the many works in this area, from this survey, they conclude that there are still many challenges in this research area [20].

In the reviewed papers it is agreed that the accuracy rates obtained so far from the available systems is not sufficiently high. Thus there's a desire of analysis in feature extraction and classification techniques supported dynamic ways that extract dynamic information from static images [14], [25], [20].

S. Audet, P. Bansal, and S. Baskaran [19], designed offline signature verification and recognition using support vector machine. They used international, directional and grid features of signatures. Virtual support vector machine (VSVM) was used to verify and classify the signatures and FAR of 16.0% and FRR of 13.0% was obtained. Ozgunduz et al. [8] proposed offline signature verification system using support vector machines. Author used support vector machines so as to observe random and sure-handed forgeries. Author used extracted international geometric options, direction features and grid features for SVM classifier.

In the experiments, a comparison between SVM and ANN is performed. Using a SVM with RBF kernel, an FRR of 0.02% and an FAR of 0.11% are obtained [8]. Another very interesting method proposed by Ferrer et al.[3] calculates geometric features of a signature in fixed-point arithmetic for offline verification. The proposed features are then checked with different classifiers, such as Hidden Markov Models, Support Vector Machines, and the Euclidean distance verifier. The results show that it is better to follow the SVM research line in order to detect different forgeries.

Nguyen et al [24] presents a new method in which structural features are extracted from the signature's contour using the (MDF) and its extended version: the enhanced MDF (EMDF) and further 2 neural network-based techniques and support vector machines (SVMs) ar investigated and compared for the method of signature verification.

The classifiers were trained victimisation real specimens and different haphazardly chosen signatures taken from a publically offered information of 3840 real signatures from one hundred sixty volunteers and 4800 targeted solid signatures. A distinguishing error rate (DER) of 17.78% was obtained with the SVM whilst keeping the false acceptance rate for random forgeries (FARR) below 0.16%.

Earlier work on offline signature verification deals primarily with casual and random forgeries, but nowadays, needs to more elaborated classifiers techniques are increased, because signature databases became larger and researchers moved toward more difficult skilled forgery detection tasks. The rest of the paper is organized as follows: Section II presents the proposed method for feature extraction, signature alignment and enrolling in the system. Section III shows the experimental methodology, experiments and results. The paper ends with summary and conclusion in section IV.

2. PROPOSED METHOD

The introduced system is divided into three major parts: (i) signatures enrollment (model creation) (ii) signatures training (iii) verification of given signature.

The diagram of the system is given in Fig. 1.

During the enrollment section, a collection of reference signatures are accustomed verify user dependent parameters
characterizing the variance among the reference signatures. The reference set of signatures, along with these parameters, are kept with a singular user symbol within the system’s info. In the training phase, we choose a number of genuine and forged signatures for training the SVM classifier. In the verification phase, when a test signature is input to the system, it is compared to each of the reference signatures of the claimed person. The person is authenticated if the resulting dissimilarity measure is below or equals a threshold value of the classifier, otherwise denied. The details of the system are described in the following sections.

Decimated vectors are then shrunk or expanded to the required dimension \( d \) through linear interpolation. Each vector is subsequently normalized by the variance of the intensity of the entire set of feature vectors. In order to ensure rotation invariance, the projections at angles that range from \( 180^\circ \) to \( 360^\circ \) are also included in the observation sequence [1], [2].

An observation sequence therefore consists of \( T = 2N0 \) feature vectors, that is

\[
X^T = \{x_1, x_2, ..., x_T\}
\]

Fig. 1. Signature verification system

### 2.1 Signature’s Feature Extraction

The separate atomic number 86 rework (DRT) may be a matrix, wherever every column represents a projection or shadow of the first image at a definite angle. DRT can be expressed as follows [15], [22]:

\[
R^{j}_{j}
\]

### 2.2 Signature Alignment

In order to compare two signatures of differing lengths, we use the dynamic time warping (DTW) algorithm [9]. DTW algorithm finds the best linear alignment of two vectors such that the overall distance between them is minimized (see Fig. 3).
For extracting the global features, firstly the background of the signature image is mapped to zero and the pen strokes to one. After that, median filtering is applied to remove speckle noise. Subsequently the DRT of the signature image is calculated. Fig. 2 shows a signature and its DRT. This algorithm calculates the DRT at $N_\theta$ angles. These angles are equally distributed between $0^\circ$ and $180^\circ$.[1],[2].

$$R = \text{the cumulative intensity of the pixels that lie within the } j \text{th beam.}$$

$$\Psi = \text{total pixels in an image.}$$

$$w_{ij} = \text{the contribution of the } i \text{th pixel to the } j \text{th beam-sum.}$$

$$I_i = \text{the intensity of the } i \text{th pixel.}$$

$$N_\phi = \text{non-overlapping beams per angle}$$

$$N_\theta = \text{number of total angles.}$$

**Fig. 2.** A signature and its DRT. The DRT is displayed as a gray-scale image. This image has $N_\theta$=128 columns, where each column represents a projection.

Although the DRT is not a shift invariant representation of a signature image, shift invariance is ensured by the subsequent image processing. This is done by removing (decimation) all the zero-valued components from each projection. These Fig. 3. Two curves with the correspondence between points indicated. (b) Warping plane and warping path.

In order to ensure that each observation sequence is a rotation invariant representation of the corresponding signature image, observation sequence alignment is necessary. The optimal alignment of two observation sequences can be achieved in a linear way. Iteratively shifts the observation sequences with respect to each other. During any iteration the distances between the corresponding observations (feature vectors) are calculated. The alignment is optimal when the average distance between the corresponding observations is a minimum. The distance between two signatures is simply the average of the distances between the optimally aligned feature vectors.

### 2.3 ENROLLMENT

During enrollment to the system, we use a number of signatures (five in our system) for each user. These signatures are pair wise aligned to find the distance between each pair, using the DTW algorithm. From these alignment scores, the subsequent reference set statistics area unit calculated:

i. Average distance to farthest signature, $(d_{\max})$

ii. Average distance to nearest signature, $(d_{\min})$

### 2.4 TRAINING

A training data set consisting of two five- signatures, ones is genuine signatures and the other is forgery, are used in order to obtain the threshold value separating the forgery and genuine classes. These signatures are separate from the signatures used as reference signatures.

First, each training signature is compared to the reference set of signatures it claimed to belong, using the DTW algorithm described previously, giving a 2-dimensional feature vector $(p_{\min}, p_{\max})$. The feature values are then normalized by the corresponding averages of the reference set $(d_{\min}, d_{\max})$ this is calculated as in equations (3) and (4) to give the distribution of the feature set.

In order to classify a test signature as genuine or forgery, we first proceed as in the training stage: the signature is compared to all the reference signatures belonging to the claimed ID using the DTW algorithm. Then, the resulting distance values $(p_{\min}, p_{\max})$, normalized by the corresponding averages of the claimed reference set $(d_{\min}, d_{\max})$, after that these normalized values are used in classifying the signature as genuine or forgery, by the trained classifier (see Fig. 5)

$$N_{\max} = d_{\max}/p_{\max} \ldots (3) N_{\min} = d_{\min}/p_{\min} \ldots (4)$$
The distribution of this normalized knowledge supports that real and forgery samples within the coaching set square measure well separated with these normalized options. Note that by normalizing the measured distance vectors by the corresponding reference set averages, we eliminate the need for user-dependent thresholds commonly used in deciding whether a signature is similar enough to the reference set [2]. Finally, we train the SVM classifier using the 2-dimensional feature vectors to separate the genuine and forgery samples in this normalized feature space as shown in Fig. 4. Then, a linear classification is formed by choosing a threshold price separating the 2 categories among the coaching set. The threshold is fixed and later used in the verification process. The results are summarized in the following section 3.

Fig. 4. Training of SVM classifier with respect to the 2-dimensional normalized distance vector.

2.5 CLASSIFICATION
A classification data set, consisting of five genuine signatures and five forgery signatures, is used in order to test the trained classifier. These signatures are separate from the signatures used in the enrollment and in the training phases.

3. EXPERIMENTS AND RESULTS
Experiments are carried out on a dataset; which called “MCYT-100 signature CORPUS” [13]; that contain static signature images. The dataset contains 2250 signatures from 75 writers. Each author has fifteen real signature and fifteen adept forgeries.

For each individual enrollment 5 genuine signatures are used as a reference set and the rest of the signatures are used for training and testing. Note that training data is separate from both the reference set of genuine signatures and the test data used in experiments. Based on the experiments previously discussed we can obtain a performance of approximately (82%) when using SVM as a classifier.

4. SUMMARY AND CONCLUSION
An offline signature verification system is presented in this paper, which approaches the problem as a two-class pattern recognition problem using SVM classifier. DRT for global feature extraction from the signatures is used and it shows us that it is a stable and robust method. The DRT
creates simulated time evolution from one feature vector to the next and enables us to create a model for a signature with DTW. We experimented with SVM classifier and obtained 82% overall performance for a data set of 75 people and 2250 signatures (genuine signatures and skilled forgeries). The obtained results are quite good, given the fact that the forgeries used on the experiments were skilled forgeries.
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