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Abstract— Spatial Data Mining (SDM) is an important branch of data mining. With the large amount of spatial data 

stored in a Geographic Information System (GIS) spatial database, many knowledge and laws need to be mined.  This 

paper presents the understanding of Geographical Information System (GIS) for analysing data using data mining 

techniques. Spatial Data Mining (SDM) technology has emerged as a new area for spatial data analysis. Geographical 

Information System (GIS) stores data collected from heterogeneous sources in varied formats in the form of 

geodatabases representing spatial features, with respect to latitude and longitudinal positions. The intent of this paper is 

to introduce with GIS, and spatial data mining, GIS and SDM tasks, issues and challenges, and role of spatial association 

rule mining in big data of GIS. 

Index Terms— Spatial Data Mining, Geographic Information System, Spatial Association Rule.  

 

INTRODUCTION 

Data mining is a process which finds useful patterns from large amount of data. Spatial data mining is a special 

kind of data mining. The main difference between data mining and spatial data mining is that in spatial data mining 

tasks we use not only non-spatial attributes, but also spatial attributes. Spatial data provides the location information of 

the features whereas non-spatial data describes characteristics of the features.  

In this paper we discuss few of the spatial data mining rules, tasks,applications and provide better understanding 

of Geographical Information System (GIS) for analysing data using data mining techniques. Spatial data are data that 

have a spatial or location component. Spatial data can be viewed as data about objects that they are located in a 

physical space. This may be implemented with a specific location attributed such as address or latitude/longitude or 

may be more implicitly included such as by a portioning of the database based on location. 

II DATA MINING 

Data Mining or Knowledge Discovery is needed to make sense and use of data. Knowledge Discovery in Data is 

the non-trivial process of identifying valid, novel, potentially useful and ultimately understandable patterns in data [1]. 

Data mining is the automated process of discovering patterns in data. The purpose is to find correlation among 

different datasets that are unexpected. There are several applications for Machine Learning (ML), the most significant 

of which is data mining. Numerous ML applications involve tasks that can be set up as supervised. It  is  different  

from  other searching and analysis techniques because data mining is highly exploratory, where other  analyses  are  

typically  problem-driven  and  confirmatory.  Through the combination of an explicit knowledge base, sophisticated 

analytical skills, and domain knowledge, hidden trends and patterns are able to be uncovered.  These trends  and 

patterns  form  the  predictive  models  that  enable  to  assist  organizations  with uncovering useful information then 

guide decision-making [4].  
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The main difference between data mining in relational DBS and in spatial DBS is that attributes of the neighbors 

of some object of interest may have an influence on the object and therefore have to be considered as well. The explicit 

location and extension of spatial objects define implicit relations of spatial neighborhood (such as topological, distance 

and direction relations), which are used by spatial data mining algorithms. Therefore, new techniques are required for 

effective and efficient data mining. The comprehension of phenomena related to movement not only of people and 

vehicles but also of animals and other moving objects – has always been a key issue in many areas of scientific 

investigation or social analysis. Many applications track the movement of mobile objects, using location- acquisition 

technologies such as Global Positioning System (GPS), Global System for Mobile Communications (GSM) etc., and it 

can be represented as sequences of time stamped locations. [2-3]. 

III SPATIAL DATA AND NON-SPATIAL DATA 

Spatial Data: Spatial data are data that have a spatial or location component. It includes location, shape, size and 

orientation information of features or objects. Spatial data can be viewed as data about objects that they are located in a 

physical space. This may be implemented with a specific location attributed such as address or latitude/longitude or 

may be more implicitly included such as by a portioning of the database based on location.For example, a particular 

square in which its center (the intersection of its diagonals) specifies its location; its shape is a square; length of one of 

its sides specifies its size and angle its diagonals e.g., the x-axis specifies its orientation. Spatial data includes spatial 

relationships, for example, the arrangement of three stumps in a cricket ground. Spatial data carries topological and/or 

distance information and it is often organized by spatial indexing structures and accessed by spatial access methods. 

These distinct features of a spatial database pose challenges and bring opportunities for mining information from 

spatial data [7]. Spatial data mining, or know ledge discovery in spatial database, refers to the extraction of implicit 

know ledge, spatial relations, or other patterns not explicitly stored in spatial databases [6]. 

Non-spatial Data: It is also known attribute or characteristic data. It consists of the characteristics of spatial features 

which are independent of all geometric considerations. Let us illustrate this with the help of an example. The non-

spatial data of town comprise of name of the town, its population, settlement type, means of transportation and 

communication, administration set-up, education institutions, occupations and facilities. It is important to note that all 

the above mentioned data of town are not dependent on their location identities. Hence, non-spatial data is independent 

from location information. The fundamental difference between spatial and non-spatial data is given in Table 1. 

Table 1: Basic difference between spatial and non-spatial data 

Spatial data Non-spatial data 

It has multi-dimensional nature 

and autocorrelated 

It has one-dimensional nature and 

independent 

 

These above distinctions put spatial and non-spatial data into different philosophical camps with far-reaching 

implications for conceptual, processing and storage issues. For example, sorting is, perhaps, the most common and 

important non-spatial data processing function that is performed. It is not obvious how to even sort locational data such 

that all points end up nearby their nearest neighbours. These distinctions justify a separate consideration of spatial and 

non-spatial data models. In GIS, georelational data model stores spatial and non-spatial (attribute) data separately and 

also links them on the basis of identity of features. Further, georelational data model arranges these two data-sets in 

such a way that they can simultaneously be queried, analysed and displayed. 

IV SPATIAL DATA MINING 

Spatial data mining is the process of discovering interesting and previously unknown, but potentially useful 

patterns from large spatial datasets [5]. It is the application of data mining techniques to spatial data. Data mining in 

general is the search for hidden patterns that may exist in large databases. Spatial data mining is the discovery of 

file:///E:/Planet%20Publication/IJEDR/Volume%203/Vol%203%20Issue%202/Published_Paper_V3_I2/www.ijedr.org


© IJEDR 2019 | Volume 7, Issue 3 | ISSN: 2321-9939 

IJEDR1903125 International Journal of Engineering Development and Research (www.ijedr.org) 724 

 

interesting the relationship and characteristics that may exist implicitly in spatial databases. Because of the huge 

amounts (usually, terabytes) of spatial data that may be obtained from satellite images, medical equipments, video 

cameras, etc. It is a highly demanding field because large amounts of spatial data have been collected in various 

applications i.e. ranging from remote sensing to geographical information systems (GIS), environmental assessment, 

computer cartography, and planning. This has wide applications in Geographic Information Systems (GIS), remote 

sensing, image databases exploration, medical imaging, robot navigation, and other areas where spatial data are used. 

Knowledge discovered from spatial data can be of various forms, like characteristic and discriminant rules, extraction 

and description of prominent structures or clusters, spatial associations, and others. 

The development of information and communication technologies in GIS Domain has generated huge volume of 

data representing spatial information of water bodies, forest reserves, urbanization, etc., GIS databases stores spatial 

and non spatial data received from heterogeneous components connected, with each other such as sensors, laptop, 

mobile etc. Analysis of data deposited in GIS has gained importance in domains related to knowledge management and 

data mining. Recent widespread use of spatial databases has lead to the studies of Spatial Data Mining (SDM), Spatial 

Knowledge Discovery (SKD), and the development of SDM techniques. GIS can be viewed as collection of 

components such as Data, Software, Hardware, Procedures and methods used by people for analysis and decision 

making with respect to location. Fig 1, represents the components of GIS. The focus of this section is to provide with 

an overview of GIS data source, data formats, trends and Data Mining applications in GIS. 

 

Fig. 1. Components of GIS  

Spatial Data Mining techniques collectively used with GIS and satellite  imagery  in  various  studies to  mine  

interesting  facts associated in diverse domains’ applications such as traffic risk analysis,  fire  accident  analysis,  

analysis  of  forest  extent changes,  grading  of  agriculture  land,  analysis  of  railways, farming  and forestry, 

warehouse, transport,  tourism,  military, geology,  soil  quality  monitoring,  water  resource  monitoring, and  

deforestation,  land  allocation,  meteorology  [12-13].  This section throws the light on GIS data source, data formats, 

trends and applications in GIS. 

V SPATIAL DATA MINING TASKS 

Brief overview of Spatial Data Mining tasks are discussed in the section below. Mining of Spatial Data using data 

mining techniques such as association, classification, clustering, and trend detection generates interesting facts 

associated in various domains. Spatial Data Mining tasks are generally an extension of data mining tasks in which 

spatial data and criteria are combined [8],[9],[10] to form various tasks to find class identification, to find association 

and colocation of Spatial and Non-Spatial data, make the clustering rules to detect the outliers and to detect the 

deviations of trends. Basic tasks of spatial data mining are: 
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Classification – finds a set of rules which determine the class of the classified object according to its attributes. In 

spatial classification the attribute values of neighboring objects are also considered. e. g. “IF population of city = high 

AND economic power of city = high THEN unemployment of city = low” or classification of a pixel into one of 

classes, e. g. water, field, forest. 

Association rules – find (spatially related) rules from the database. Spatial association rule is a rule indicating certain 

association relationship among a set of spatial and possibly some non-spatial predicates. The association rule has the 

following form: A → B(s%,c%), where s is the support of the rule (the probability, that A and B hold together in all the 

possible cases) and c is the confidence (the conditional probability that B is true under the condition of A e. g. “if the 

city is large, it is near the river (with probability 80%)” or “if the neighboring pixels are classified as water, then 

central pixel is water (probability 80%).” 

A multilevel Association Rule has been generated to find association between the data in a large database [11] and 

suggested a method by applying different minimum confidence thresholds for mining associations at different levels of 

abstraction. 

Characteristic rules – A spatial characteristic rule is a general description of a set of spatial-related data. e. g. “bridge 

is an object in the place where a road crosses a river.” 

Discriminant rules –A spatial discriminant rule is the general description of the contrasting or discriminating features 

of a class of spatial-related data from other class(es). e. g. find differences between cities with high and low 

unemployment rate. 

Characterization – It is the process of finding a description for a dataset or some subset thereof.  

Clustering rules –Spatial clustering is a process of grouping a set of spatial objects into clusters so that objects within 

a cluster have high similarity in comparison to one another, but are dissimilar to objects in other clusters. e. g. we can 

find clusters of cities with similar level of unemployment or we can cluster pixels into similarity classes based on 

spectral characteristics. 

Trend detection –A spatial trend is a regular change of one or more non-spatial attributes when spatially moving away 

from a start object. Spatial trend detection is a technique for finding patterns of the attribute changes with respect to the 

neighbourhood of some spatial object. One of the trend detection techniques is kriging to predict the location from 

outside the sample. e. g. “when moving away from Brno, the unemployment rate increases” or we can find changes of 

pixel classification of a given area in the last five years. 

Table 2 summarizes SDM techniques used in various domain as listed from various literature. 

Table 2 Spatial Data Mining techniques used 

SDM Domain Usage Technique/Method Reference 

Forest Identify false alarms in forest 

fire hotspots 

Region growing method, 

Hough transform 

Satellite images are used for 

experiments [12] 

GIS based fireproof system Frequency theory based method Sample spatial dataset [14] 

to evaluate forest extent 

changes 

Spatial Data Mining, Back 

propagation algorithm 

Satellite images are taken as 

dataset [15] 

Transport To increase the effectiveness 

of railway MIS such as 

monitoring, railway tracks, 

and geographical spread 

Association rule mining, 

classification, forecast, trend 

analysis and planning 

[16] 

file:///E:/Planet%20Publication/IJEDR/Volume%203/Vol%203%20Issue%202/Published_Paper_V3_I2/www.ijedr.org


© IJEDR 2019 | Volume 7, Issue 3 | ISSN: 2321-9939 

IJEDR1903125 International Journal of Engineering Development and Research (www.ijedr.org) 726 

 

Represent link between the 

GIS street data and roadway 

connections 

Object oriented modeling 

transportation 

[17] 

Warehouse Improving spatial data 

mining effectiveness 

Spatial data cube Spatial data from warehouse 

[18] 

Agriculture Precision agriculture Cross-validation technique Spatial dataset [19] 

Crop yield prediction for 

wheat 

Neural Network Experiments are made on 

satellite images [20] 

accessing the quality of soil, 

management of water 

resources. 

GIS and Spatial Data mining [21] 

Tourism 

Management 

integrating the ICT 

techniques with tourism 

association technique [22] 

Land allocation provide the selection a model 

for land use, illegal land fills 

Location prediction [23] 

Meteorology Estimation of rainfall for 

homogenous monsoon region 

genetic approach and 

correlation 

[24] 

forecast the rainfall of 

Rajasthan state 

Multiple liner regression [25] 

Regionwise rainfall 

fluctuation 

classification [26] 

Estimation of rainfall Spatial interpolation and 

association rule 

[13] 

 

VI SPATIAL DATA MINING APPLICATIONS  

Spatial Trend Detections in GIS – Spatialtrends describe a regular change of non-spatial attributes when moving 

away from certain start objects. Global and local trends can be distinguished. To detect and explain such spatial trends, 

e.g. with respect to the economic power, is an important issue in economic geography. 

 

Fig.2 Spatial Trend Detections in GIS 

Spatial Characterization of Interesting Regions – Anotherimportant task of economic geography is to characterize 

certain target regions such as areas with a high percentage of retirees. Spatial characterization does not only consider 

the attributes of the target regions but also neighboring regions and their properties. 
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Fig.3 Spatial Characterization of Interesting Regions 

VII ISSUES AND CHALLENGES 

The issues and challenges in applying Spatial Data Mining in GIS can be viewed in terms of Integration of data 

and Mining huge volume of data. Architecture is proposed to address the issues of data integration and volume of data 

based on the analysis of data of GIS from literature is given in Fig 4.Data warehousing technology is used as a tool for 

data integration and stores summarized data. Currently a Bigdata approach has gained attention for mining data parallel 

using architectures like Hadoop and Mapreduce. In this paper we propose an architecture which can have a Bigdata 

platform modeled for representing a data warehouse. The other challenge in integration of data is semantic 

representation of information organized from various data sources. An ontology layer is proposed for semantic 

representation of data [27]. The data mining techniques can be applied above these layers by modifying the algorithmic 

approaches suitable for BigData architecture. 

VIII CONCLUSION  

This paper provides with a detailed survey on spatial data bases and provide better understanding of Geographical 

Information System (GIS) for analysing data using data mining techniques. The spatial data mining is newly arisen 

area when computer technique, database applied technique and management decision support techniques etc. have 

been developed at certain stage. The spatial data mining gathered productions that come from machine learning, 

pattern recognition, database, statistics, artificial intelligence and management information system etc. Different 

theories, put forward the different methods of spatial data mining, such as methods in statistics, proof theories, rule 

inductive, association rules, cluster analysis, spatial analysis, fuzzy sets, cloud theories, rough sets, neural network, 

decision tree and spatial data mining technique based on information entropy etc. Spatial data mining, has established 

itself as a complete and potential area of research. This article tries to explain spatial data mining as well the its 

different tasks. It also explains how we explain a particular task in relation to the spatial data. The challenge is to take 

up spatial data mining as an important area and work on it using the various domains such as statistics, artificial 

intelligence, machine learning and geography etc. 
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