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Abstract--Data mining, the extraction of hidden predictive information from large databases, is a powerful new technology with great potential to help to focus on the most important information in data warehouses. Classification is the process of organizing data into categories for its most effective and efficient use. A well-planned data classification system makes essential data easy to find and retrieve. In this paper our focus is text classification by Naïve Bayes Classification and KNN and determine accuracy of the classifier using rapidminer tool.
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I. INTRODUCTION

RapidMiner is a data science software platform developed by the company of the same name that provides an integrated environment for machine learning, deep learning, text mining, and predictive analytics. It is used for business and commercial applications as well as for research, education, training, rapid prototyping, and application development and supports all steps of the machine learning process including data preparation, results visualization, validation and optimization. RapidMiner is developed on an open core model. The RapidMiner (free) Basic Edition, which is limited to 1 logical processor and 10,000 data rows, is available under the AGPL license.

II. LITERATURE SURVEY

Classification is a learning function that maps a given data item into one of several predefined classes. It is a data analysis technique to extract models describing important data classes and predict future values. Data mining uses classification technique uses with machine learning, image processing, natural language processing, statistical and visualization techniques to discover and present knowledge in an understandable format. Most of the classification algorithms in literature are memory resident, typically assuming a small data size.

III. CLASSIFICATION ALGORITHM

3.1 Naïve Bayes Classifier

Naive Bayes is a simple technique for constructing classifiers: models that assign class labels to problem instances, represented as vectors of feature values, where the class labels are drawn from some finite set. It is not a single algorithm for training such classifiers, but a family of
algorithms based on a common principle: all naive Bayes classifiers assume that the value of a particular feature is independent of the value of any other feature, given the class variable.

\[
p(c/d) = \frac{p(c)p(d/c)}{p(d)}
\]

Where \( P(d) \) plays no role in selecting \( c \).

**3.2 KNN Classifier**

\( k \)-NN is a type of instance-based learning, or lazy learning, where the function is only approximated locally and all computation is deferred until classification. The \( k \)-NN algorithm is among the simplest of all machine learning algorithms.

**IV. EXPERIMENTATION & RESULTS**

In this paper, experiment is carried out using tool Rapidminer 7.4 we are taking into consideration the data set Iris, given as sample data inside the repository panel of the tool. We apply validation tool on the data set which in turn contains training and testing operations. In training column, we took naïve bayes operator and in testing column we took apply model and performance tools respectively. After connecting all operators we execute the tool which in turn shows the accuracy as result. In the paper, we have consider this process for both naïve bayes and KNN and compare the results given in the figure shows below.

![Figure 4.1 Sample Data Set Iris](image1)

![Figure 4.2 Applying Validation Operator](image2)
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![Figure 4.4 Applying Naïve Bayes Operator](image4)

![Figure 4.5 Performance Evaluation KNN](image5)

![Figure 4.6 Performance Evaluation Naïve Bayes](image6)
V. CONCLUSION

This is because KNN is non-parametric, i.e. it makes no assumption about the data distribution. Contrast this to NB, which assumes that attributes are conditionally independent to each other given the class, and are normally distributed (for real-valued attributes). The experiment carried out shows that accuracy of KNN is greater than Naïve Bayes but this situation is not similar always, as it may vary with different data set.
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