
© 2016 IJEDR | Volume 4, Issue 2 | ISSN: 2321-9939 

IJEDR1602066 International Journal of Engineering Development and Research (www.ijedr.org) 369 

 

Rough Set Feature Selection Using Bat Algorithm 

Hemal Patel, Mansi Shah 

Information Technology & KITRC 

________________________________________________________________________________________________________ 

 

Abstract - Classification technique can solve several problems in different fields like medicine, industry, business, science. 

Noise random error or variance in a measured variable.Reduction is one of the most popular techniques to remove noisy 

data. Two reduction technique are used for it (FS) Feature Selection and (FE) Feature Extraction. Feature Selection (FS) 

is a solution that involves finding a subset of prominent features to improve predictive accuracy and to remove the 

redundant features. Rough Set Theory (RST) is a mathematical tool which deals with the uncertainty and vagueness of the 

decision systems. 

 

Index Terms - Classification, Particle Swarm Optimization (PSO) Rough Sets, Feature Selection (FS), Bat Algorithm (BA) 

________________________________________________________________________________________________________ 

I. INTRODUCTION 

Data mining is the process of selecting, exploring and modelling large amounts of data in order to discover unknown patterns or 

relationships which provide a clear and useful result to the data analyst [1]. There are two types of data mining tasks: descriptive 

data mining tasks that describe the general properties of the existing data, and predictive data mining tasks that attempt to do 

predictions based on available data. 

Data mining involves some following key steps: 

‒ Problem definition: The first step is to identify goals. 

‒ Data exploration: All data needs to be      consolidated so that it can be treated consistently.  

‒ Data preparation: The purpose of this step is to clean and transform the data for more robust analysis.  

‒ Modelling: Based on the data and the desired outcomes, a data mining algorithm or combination of algorithms is selected 

for analysis. The specific algorithm is selected based on the particular objective to be achieved and the quality of the data 

to be analysed.  

‒ Evaluation and Deployment: Based on the results of the data mining algorithms, an analysis is conducted to determine 

key conclusions from the analysis and create a series of recommendations for consideration. 

II. TECHNIQUES OF DATA MINING 

There are several major data mining techniques have been developing and using in data mining projects recently including 

association, classification, clustering, prediction, sequential patterns and decision tree. 

 

Association 

Association is one of the best known data mining technique. In association, a pattern is discovered based on a relationship 

between items in the same transaction. That’s is the reason why association technique is also known as relation technique.  

 

Classification 

Classification is a classic data mining technique based on machine learning. Basically classification is used to classify each item 

in a set of data into one of predefined set of classes or groups. Classification method makes use of mathematical techniques such 

as decision trees, linear programming, neural network and statistics. In classification, we develop the software that can learn how 

to classify the data items into groups. For example, we can apply classification in application that “given all records of employees 

who left the company, predict who will probably leave the company in a future period.” In this case, we divide the records of 

employees into two groups that named “leave” and “stay”. And then we can ask our data mining software to classify the 

employees into separate groups. 

 

Clustering 

Clustering is a data mining technique that makes meaningful or useful cluster of objects which have similar characteristics using 

automatic technique. The clustering technique defines the classes and puts objects in each class, while in the classification 

techniques, objects are assigned into predefined classes. To make the concept clearer, we can take book management in library as 

an example. In a library, there is a wide range of books in various topics available. The challenge is how to keep those books in a 

way that readers can take several books in a particular topic without hassle. By using clustering technique, we can keep books that 

have some kinds of similarities in one cluster or one shelf and label it with a meaningful name. If readers want to grab books in 

that topic, they would only have to go to that shelf instead of looking for entire library. 

 

Prediction 
The prediction, as it name implied, is one of a data mining techniques that discovers relationship between independent variables 

and relationship between dependent and independent variables. For instance, the prediction analysis technique can be used in sale 

to predict profit for the future if we consider sale is an independent variable, profit could be a dependent variable. 
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Sequential Patterns 
Sequential patterns analysis is one of data mining technique that seeks to discover or identify similar patterns, regular events or 

trends in transaction data over a business period. 

Decision trees 

Decision tree is one of the most used data mining techniques because its model is easy to understand for users. In decision tree 

technique, the root of the decision tree is a simple question or condition that has multiple answers.  

 

Classification 

Classification involves predicting an outcome based on a given input. In order to predict the outcome, the algorithm processes a 

training set containing a set of attributes and the respective outcome, normally known as prediction attribute. The algorithm 

discovers the relationships between the attributes that would make it possible to predict the outcome. After that the algorithm is 

given a new data set called prediction set, which contains the same set of attributes, except for the prediction attribute is not yet 

known. The algorithm analyses the input and generates a prediction. 

In Classification collected data is usually associated with a high level of noise. There are There are many reasons causing noise in 

these data, among which imperfection in the technologies that collected the data and the source of the data itself are two major  

reasons. 

Dimensionality reduction is one of the most popular techniques to remove noisy (i.e. irrelevant) and redundant features. 

 

Reduction Technique 

 

 

 

Feature Selection              Feature Extraction 

Feature extraction approaches project features into a new feature space with lower dimensionality and the new constructed 

features are usually combinations of original features. 

Example:  Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Canonical, Correlation Analysis 

(CCA). 

III. FEATURE SELECTION  

It aim is to select a small subset of features that minimize redundancy and maximize relevance to the target such as the class 

labels in classification. 

 

 
A feature selection method consists of four basic steps  namely, subset generation, subset evaluation, stopping criterion, and result 

validation.  

1) A candidate feature subset will be chosen based on a given search strategy, which is sent, 

2)  To be evaluated according to certain evaluation criterion.  

3) The subset that best fits the evaluation criterion will be chosen from all the candidates that have been evaluated after the 

stopping criterion are met. 

4) The chosen subset will be validated using domain knowledge or a validation set. 

 

Feature selection selects a subset of features from the original feature set without any transformation, and maintains the physical 

meanings of the original features. feature selection for classification attempts to select the minimally sized subset of features 

according to the following criteria, 

 

• The classification accuracy does not significantly decrease. 

• The resulting class distribution, given only the values for the selected features, is as close as possible to the original class 

distribution, given all features. 

IV. ROUGH SET THEORY 

Rough set theory can be regarded as a new mathematical tool for imperfect data analysis. The theory has found applications in 

many domains, such as decision support, engineering, environment, banking, medicine and others. 

Feature Selection 
Algorithm

Supervised Unsupervised Semi Supervised
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Advantages 

• It provides efficient methods, algorithms and tools for finding hidden patterns in data. 

• It allows to evaluate the significance of data.  

• It allows to generate in automatic way the sets of decision rules from data.  

• It is easy to understand.  

• It offers straightforward interpretation of obtained results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. ROUGH SET FEATURE SELECTION 

Rough set attribute selection is utilized when the value of attributes are discrete values. Methods in both categories use the 

concept of dependency for finding reducts. One of the well-known methods is the so called QuickReduct that is greedy search 

algorithm using dependency. 

The QuickReduct algorithm calculates a reduct without finding all subsets. It starts from an empty set and each time selects a 

feature which causes the greatest increase in dependency degree. The algorithm stops when adding more features does not 

increase dependency degree. 

It does not guarantee to find minimal reduct as long as it employs a greedy algorithm which is a forward search and capable of 

being trapped in a local optimum. Evolutionary algorithms and swarm intelligence algorithms like PSO and ACO have been 

widely used for finding minimal reducts by means of rough set concepts. 

VI. PARTICLE SWARM OPTIMIZATION (PSO) 

Particle Swarm Optimization (PSO) is a conventional and semi-robotic algorithm. It is based on the social behaviour associa h 

bird’s flocking for optimization problem. A social behaviour pattern of organisms that live and interact within large groups is the 

inspiration for PSO. The PSO is easier to lay into operation than Genetic Algorithm. It is for the motivation that PSO doesn’t have 

mutation or crossover operators and movement of particles is effected by using velocity function[3]. 

PSO, Particle Swarm consists of  ‘n’ particles. The position of each particle stands for potential solution in D-dimensional space. 

Individuals, potential solutions, flow through hyper dimensional search space. The experience or acquired knowledge about its 

neighbours influences the changes in a particle within the swarm. The PSO algorithm involves of just three steps, which are being 

replicated until stopping condition, they are as follows[4]. 

 

(i) Evaluate the fitness of each particle.  

(ii) Update individual and global best functions.  

(iii)Update velocity and position of each particle.  

 

 

Rough Set  

Rough Set 

Feature Selection 

Fuzzy Rough Set 

Feature Selection 
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  Fig 2 : Working of PSO  

 

 
 

VII. BAT ALGORITHM 

Bat-inspired algorithm is a metaheuristic optimization algorithm developed by Xin-She Yang in 2010. This bat algorithm is based 

on the echolocation behaviour of micro bats with varying pulse rates of emission and loudness. 

 

 
 

Echolocation 
some bats have evolved a highly sophisticated sense of hearing. They emit sounds that bounce off of objects in their path, sending 

echoes back to the bats. From these echoes, the bats can determine the size of objects, how far away they are, how fast they are 

travelling.  
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VIII. LITERATURE REVIEW  

Sr  

No 

Method 

Name 
Description Advantage 

1 SPSO-QR[5] 
It start with an empty set and it adds one at 

a time, in turn. 

The dependency of subset is calculated based on 

dependency & decision attribute and best particle is 

chosen 

2 SPSO-RR[5] 
It start by selecting random values for each 

particle & velocity. 

To avoid calculation of discern ability functions which 

can be computationally expensive without optimizations. 

3 PSO[6] 
It is based based on the use of multiple sub-

swarms instead of one (standard) swarm. 
It increase overall performance of network. 

4 HGAPSO[7] 

It is obtained through integrating  standard 

velocity & update rules of PSO with 

selection, crossover & mutation from the 

GA. 

It does not need to set the number of desired features a 

priori. 

 

IX. CONCLUSIONS 

In this paper, we introduce the one Reduction Technique Of classification which is Feature Selection. Also we apply 

Mathematical Tool Rough Set Theory on FS (Feature selection).To get Best Feature we use PSO method of Rough Set Feature 

Selection. To predicate accuracy level and get best Feature subset We Use BAT Algorithm in the place of PSO. 
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