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Abstract - The education system performance of school education in India is a turning point in the academic lives of all 

learners. As this academic performance is influenced by many factors, it is essential to develop predictive data mining 

model for learners to determine factors that influence the learner’s performance. Educational data mining is used to 

analyse the data available in the educational field and elicit the hidden knowledge from it. In this study, a survey cum 

experimental methodology is implemented to generate a database and it was constructed from school education 

department. The raw data is pre-processed in terms of filling up missing values, transforming values in one form into 

another and relevant attribute/ variable selection. As a result, we had 10,000 student examination records, which is use in 

implementation stage. This paper implement the generalized sequential pattern mining algorithm for finding frequent 

patterns from learner’s database and frequent pattern tree algorithm to build the tree based on frequent patterns. This 

tree can be used for predicting the learner’s performance as pass or fail. 

 

Index Terms - Data Mining, Education Data Mining, Knowledge Discovery in Databases (KDD), Frequent Pattern Mining 

Algorithm, Decision Tree Classifier, C4.5 and C5.0 algorithm. 

______________________________________________________________________________________________ 

 

I. INTRODUCTION 

Data mining has increasing research interests in education field which is termed as Educational Data Mining. This field is 

concerned with developing methods that discover knowledge from data instigated from various educational environments [1]. 

EDM applies a variety of techniques viz. Decision Trees, Neural Networks, Naive Bayes, K-Nearest neighbour, and many others 

to discover hidden patterns. 

With the rapid growth of educational data, the main goal of any educational institution is to improve education quality. Prediction 

of learner’s performance in education institution is one way to attain the good quality in education system. Learners’ academic 

performance hinges on diverse factors like personal, socio-economic, psychological and other environmental variables. All these 

variables are necessitated by prediction models for the effective prediction of the performance of the learners. The prediction of 

student performance assists in identifies the learners with low academic achievements and that learners can be individually 

assisted by the educators to improve their performance in future. 

A number of data mining models and statistical models have been designed with various factors as inputs that influence the 

performance of the learners [3] [4]. Some of the models applied in educational environments are discussed as follows: Prediction 

can be classified into: classification, regression, and density estimation. In classification, the predicted variable is a binary or 

categorical variable. Some popular classification methods are: decision trees, logistic regression and support vector machines. In 

regression, the predicted variable is a continuous variable. Some popular regression methods within educational data mining 

include linear regression, neural networks, and support vector machine regression. Classification techniques like decision trees, 

Bayesian networks etc. can be used to predict the learner’s behaviour in an educational environment. 

EDM is the process of transforming raw data compiled by education systems in useful information that could be used to take 

conversant decisions and answer research questions [2]. The various techniques of data mining like classification, clustering and 

rule mining can be applied to bring out various hidden knowledge from the educational data. The core objective of this paper is to 

study the learners' performance in the school examination system by applying the frequent pattern mining algorithm [2]. 

Classification technique is applied to evaluate learners' performance along with the decision tree approach. 

 

II. RELATED WORK  

Z.N. Khan, et al [7] conducted a performance study on 400 learners comprising 200 boys and 200 girls selected from the senior 

secondary school of Aligarh Muslim University, Aligarh, India with a main objective to establish the prognostic value of different 

measures of cognition, personality and demographic variables for success at higher secondary level in science stream.  

Al. Radaideh, et al [8] applied a decision tree model to predict the final grade of learners who studied the C++ course in Yarmouk 

University, Jordan in the year 2005. Three different classification methods namely ID3, C4.5, and the Naïve Bayes were used. 

The outcome of their results indicated that Decision Tree model had better prediction than other models. 

Pandey, et al [9] conducted study on the student performance based by selecting 600 learners from different colleges of Dr. R. M. 

L. Awadh University, Faizabad, India. By means of Bayes Classification on category, language and background qualification, it 

was found that whether new comer learners will performer or not. 
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S.Anupama, et al [10]M.N concluded that Decision rule and One R rule algorithms can be used to predict the result of the fifth 

semester of student in higher education based on the marks obtained by the learners in the previous four semesters. Rule based 

algorithm can provide efficiency in predicting the learner’s performance in higher education using the previous historical data. 

Kin Fun Li, et al [11]concluded that in Canada there was a failure rate of more than 30% after the first two years in the Faculty of 

Engineering. Different data mining techniques such as clustering and classification approaches e.g. K-means and hierarchical 

clustering, and K-nearest neighbour and naïve Bayes classifiers can be used to predict the failure rate of learners. 

Bhardwaj, et al [12] conducted study on the student performance based by selecting 300 learners from 5 different degree college 

conducting BCA course of Dr. R. M. L. Awadh University, Faizabad, India. By means of Bayesian classification method on 17 

attributes, it was found that the factors like learners’ grade in senior secondary exam, living location, medium of teaching, 

mother’s qualification, learners other habit, family annual income and learner’s family status were highly correlated with the 

student academic performance. 

 

III. DATA COLLECTION AND PRE-PROCESSING 

The data set consists of 10,000 records of metric students for the session 2013-14 which has been obtained from school education 

department of different states (* name is hidden subject to confidentiality constraint) based on the sampling method. According to 

the stages of data mining, the pre-processing of dataset has performed after data collection. Initially only required fields are taken 

into consideration for mining process. Further, some derived variables are also considered and some of the information for the 

variables has been extracted from the database. Furthermore, so many techniques are applied to remove the anomalies in the 

dataset viz. handling of  missing values, data type conversion etc. Table 1 depicts various variables of data set based on 

parameters variable name, description and possible values.  

 

Variable Name Description Possible Values 

Sex Gender information Male, Female 

Area Location Rural, Urban 

Eng_Res English Subject Result Pass, Fail 

Eng_Grade English Subject Grade A+,A,B,C,D,E 

Math_Res Math Subject Result Pass, Fail 

Math_Grade Math Subject Grade A+,A,B,C,D,E 

Punjabi_Res Punjabi Subject Result Pass, Fail 

Punjabi_Grade Punjabi Subject Grade A+,A,B,C,D,E 

Hindi_Res Hindi Subject Result Pass, Fail 

Hindi_Grade Hindi Subject Grade A+,A,B,C,D,E 

Sci_Res Science Subject Result Pass, Fail 

Sci_Grade Science Subject Grade A+,A,B,C,D,E 

SS_Res SS Subject Result  Pass, Fail 

SS_Grade SS Subject Grade A+,A,B,C,D,E  

Final Result Overall Result Pass, Fail, Reappear 

Final_Grade Overall Grade A+,A,B,C,D,E  

Table -1 Dataset Variable Description 

 

IV. IMPLEMENTATION OF EDM MODEL 

R-language the powerful statistical open source software is used for implementation of different types of algorithm and statistical 

analysis used in this stage. Here, it is used for mining algorithm specifically on educational data. The above mentioned dataset is 

prepared in .csv format which is actually required [13] for implementation stage. There are so many decision tree algorithms like 

ID3, J48, C4.5, C5.0 etc. are available for classification of dataset. This paper implement the generalized sequential pattern 

mining algorithm for finding frequent patterns [14] from learner’s database and further frequent pattern tree algorithm is applied 

to build the tree based on frequent patterns. A decision tree is a tree in which each branch node represents a choice between a 

number of alternatives, and each leaf node represents a final decision [15] of learner’s performance as pass or fail. During this 

research, C4.5 and C5.0 decision tree classification algorithm is implemented on frequent dataset and decision tree is build 

according to classification segment which is used for analysis in future.  

 

Implementation of C4.5 

The popular decision tree classifier algorithm C4.5 is implemented in R language on dataset which contain records of student 

examination. The above mentioned Table 1 described the detail of each fields. The following summary shows the statistics of 

implementation stage. It described all types of error rate and confusion matrix which is based upon implementation [16].   
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Fig.1 C4.5 algorithm implementation 

Decision tree based on C4.5 

The above mentioned summary described the statistics which is based on implementation of C4.5 algorithm. The C4.5 is a 

decision tree classifier algorithm that provides the output in the form of tree which represents each attribute as nodes. The root 

node depicts the initial level and leaf nodes depict the decision nodes. The following tree depicts the nodes based on above said 

education dataset.  

 

 
Fig.2 C4.5 algorithm decision tree 

Implementation of C5.0 

The extension of C4.5 decision tree classifier i.e. C5.0 is also implemented in R language on same dataset to evaluate the 

performance and also make comparison between both. The above mentioned Table-1 described the detail of each fields. The 

following summary shows the evaluation on training datasetin implementation stage. It described error rate in form of percentage 

and confusion matrix according to decision variable. Finally it also described the attribute usage in terms of percentage.  
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Fig.3 C5.0 algorithm implementation 

Decision tree based on C5.0 

The above mentioned summary described the statistics which are based on implementation of C5.0 algorithm. The C5.0 is prune 

the tree in better way as compare to C4.5. The root node shows the Initial level and leaf nodes described the decision nodes. The 

following tree depicts the nodes based on above said education dataset.  

 

 
Fig.4 C5.0 algorithm decision tree 

 

V. RESULTS AND DISCUSSION 

Based on aforementioned implementation, it is concluded that C5.0 gives better result as compared to C4.5 both in terms of tree 

representation and performance. The algorithm C4.5 provides the detailed representation of nodes that depicts the outcome in 

elaborated manner. Moreover, the output represented by both decision tree algorithm C4.5 and C5.0 can be extracted and 

represented in the form of association rules. It is very easy to understand the representation of decision tree in the form of 

association rules in terms of predicate and consequent where one classification rule can be generated for each path from each 

terminal node to root node.  

 

VI. CONCLUSION 

The various data mining techniques can be effectively implemented on educational data. From the above results it is clear that 

classification techniques can be applied on educational data for predicting the learner’s outcome and improve their results. This 

prediction will help the tutors to identify the weak learners and help them to score better marks. The C4.5 and C5.0 decision tree 
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algorithm has applied to learner’s examination data to predict their performance in the final exam. The outcome of the decision 

tree predicts the number of learners who are likely to fail or pass. The result given to the tutor aids in step forward to improve the 

performance of the learners who has been predicted to fail. Since the application of data mining contributes advantageous for 

school education system, these techniques can be applied in the other areas of education to optimize the resources, to predict the 

retainment of faculties in the institution and find out the solution of how to reduce student dropout rate in school education 

system.    
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