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Abstract - Emotion identification from speech of a human being is a very important area in research, which represents the 

inhuman-computer interaction. Recently, increasing attention has been directed to the study of the emotional content of 

speech signals, and hence, many systems have been proposed to identify the emotional content of a spoken utterance. The 

recent literature on speech emotion recognition has been presented considering the issues related to emotional speech 

corpora, different types of speech features and models used for recognition of emotions from speech. In this work, three 

emotions JOY, SAD, and AGGRESSIVE, are used based on automatic speech emotion recognition system. A new system 

is proposed for the detection of emotion form speech of an individual, GTCC and GA are used for feature extraction and 

feature reduction purpose. And for classification neural network and support vector machine algorithm are used. Then 

after obtaining results from NN and SVM, they are compared using graph. This proves neural network does better 

classification. 
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I. INTRODUCTION 

The speech signal is the fastest and the most natural method of communication between several peoples [1]. This statement 

has motivated many researchers to consider speech as a fast and efficient method of interaction between an individual as well as 

machine. On the other hand, this necessitates that machine should have the sufficient intelligence to recognize human voices. In 

the late fifties, there has been remarkable research on speech recognition, which refers to the process of transforming the human-

speech into an arrangement of words. However, despite the great progress made in speech recognition, the researchers are quite 

far from devising a natural communication amongst man and machine because the machine does not understand emotional-state 

of the particular speaker. This has presented a relatively recent research field, namely speech emotion-detection that is usually 

well-defined as extricating emotional-state of a speaker from his or her speech. It is believed that speech-emotion-detection could 

be utilized to extricate valuable semantics from speech, and hence, improves the performance of speech recognition systems [2]. 

Emotional speech recognition aims at involuntarily identifying the emotional or physical-condition of an individual through 

her/his voice [3]. A speaker has dissimilar stages throughout speech that are recognized as emotional characteristics of speech as 

well as are assimilated in the paralinguistic aspects. The linguistic content cannot modify by emotional state; in communication of 

individual this is a significant factor, since feedback information is delivered in plentiful applications [4].  

Speech is perhaps the generally proficient way to correspond with each other. This also means that speech could possibly be 

a quite helpful periphery to cooperate with machines [5]. A few victorious examples based on it throughout the past years, while 

we have awareness about electromagnetism; includes the development of the megaphone, telephone. Even in the previous 

centuries people were researching on speech fusion. On Kempe Len developed an engine talented of 'speaking' words and phrases 

[6].  

At the present time, it has happened to achievable not only to expand examination and execute speech recognition systems, 

but also to have systems competent to real-time alteration of text into speech [7]. Below we have given speech recognition 

system: 

 
Fig. 1 speech recognition system 

Speech emotion recognition is mainly beneficial for applications that usually necessitate natural man–machine 

communication for instance web, movies, along with computer-tutorial applications where the proper response of those 

frameworks towards the user be contingent on the perceived emotions [2].  
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Similarly, it is valuable for in-car-board system in which information of the mental-state of the driver might be provided 

towards the system to initiate his/her safety [2, 8]. It can be also employed as a diagnostic-tool for psychiatrists/counselors [3].  

It could be beneficial in automatic-translation-systems, in which the emotional-state of the speaker plays an important-

role in communication between multiple parties [9]. 

 

Criteria for Emotion Recognition 

 INPUT: Receiving of input signals (i.e. raw semantic modulation data) [10]. 

 PATTERN RECOGINITION: Feature extraction and classification (i.e. relevant emotional features and structures for 

input signals). 

 REASONING: Prediction of emotion based on knowledge about emotion generation and expression, i.e. reasoning about 

situations, goals, preferences, social rules, and other perceived context [11]. 

 LEARNING: Learning of person dependent factors and updating of rules used in future reasoning based on new 

information and reasoning [12]. 

 BIAS: Optional bias in recognition to account for internal emotional states, if emotionally induced behavior is defined. 

 OUTPUT: Descriptions of recognized emotions and expressions (e.g. probabilities for current and predicted emotions). 

II. SIMULATION MODEL 

There are number of milestones that need to be achieved in order to reach the goal, so following are the sequential steps that will 

led to attain the signal. 

Step 1  : Ready database.   

Step 2  : Apply GTCC for feature extraction form uploaded speech file. 

Step 3  : Apply Genetic algorithm for feature reduction. 

Step 4  : Repeat step 1-3 for all categories.  

Step 5  : Save data to db. 

Step 6  : Then train the data by using Support Vector Machine 

Step 7  : Train data by using Neural Network. 

Step 8  : Upload a file to test.  

Step 9  : Extract same features of the uploaded file. 

Step 10  : Set Target values for the evaluation. 

Step 11  : Apply SVM algorithm for classification 

Step 12  : Apply BPNN algorithm for classification. 

Step 13  : Evaluate the results using accuracy parameter. 

Fig.2 proposed work flowchart  

Technique Used 

GTCC (Gammatone Cepstral Coefficients) 

Gamma-tone-function models the human-auditory-filter-response. The association between the impulse response of the gamma-

tone-filter and the one which is acquired from the beings was established in [12]. 

The computation procedure of the projected Gamma-tone-cepstral-coefficients is equivalent to the Mel-frequency cepstral 

coefficients extraction scheme [13]. The audio-signal is initially windowed into short-frames, generally of 10 to 50 ms. This 

method has a two-fold-purpose:  

Upload Speech File  Apply GTCC for feature Extraction 

Apply GA for Feature Reduction 

Train using Neural network 

Upload Test speech file 

Test using SVM and Evaluate Results 

Train using SVM  

Database 

Test using neural network and evaluate 

results 
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1) The non-stationary audio-signal could be assumed to be stationary for a short interval, thus enabling the spectro-temporal 

signal-analysis; and then  

2) The proficiency of the feature-extraction procedure is augmented 

 

Neural Network 

Machine learning algorithms facilitate a lot in decision making and neural network has performed well in categorization purpose 

in medical field. Most popular techniques among them are neural network. Neural networks are those networks that are the 

collection of simple elements which function parallel [7]. A neural network can be trained to perform a particular function by 

adjusting the values of the weights between elements. Network function is determined by the connections between elements [9]. 

There are several activation functions that are used to produce relevant output. 

 

Genetic Algorithm 

Genetic Algorithms are adaptive heuristic search algorithm based on the evolutionary ideas of normal range and inheritance. As 

such they signify an intelligent operation of an arbitrary search used to solve optimization problems. Even if randomized, GAs are 

by no means random, as a substitute they develop past in sequence to direct the search into the region of better act within the 

search space. The basic techniques of the GAs are calculated to suggest processes in natural systems required for growth; 

especially those follow the values first laid down by Charles Darwin of "survival of the fitting.” 

III. EXPERIMENT RESULTS 

 
Fig.3 main gui 

In above figure, main graphical user interface is shown of proposed system. In this there are three categories panel, training panel 

and testing panel. In category panel such as aggressive, joy and sad are in separate panels. In training panel two buttons are shown 

of training using neural network and training using support vector machine. In testing panel there are two testing buttons one is of 

testing using neural network, and other one is of testing using support vector machine. 

 
Fig.4 upload aggressive audio file 

In above figure, it is shown that initially a speech file of .wav format 0is uploaded from the database. As the speech file is 

uploaded completely a graph will be plotted showing amplitude and time of the file as shown above. And also a dialog box will  

appear stating AGGRESSIVE SPEECH UPDATED. 
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Figure.5 apply gtcc feature extraction 

Once, speech file is uploaded, then apply gammatone cepstral coefficient for feature extraction form speech file. In above figure, 

when GTCC is applied a graph will appear which is plotted between FFT Value and Fourier transformation bit count as shown 

above. A dialog box will also appear stating Done GTCC algorithm that means execution of GTCC is completed. 

 
Fig.6 apply ga for optimization 

In this figure genetic algorithm is applied on the previous GTCC results for optimization of extracted features from speech file. A 

graph is plotted between gene number and gene value showing GA processing in rows and columns. A dialog box will appear 

when execution of Genetic Algorithm is completed stating GA FEATURE REDUCTION COMPLETE as shown above. 

Similarly, this process is repeated in other two category, such as speech file is uploaded of different emotion like joy and 

sad, then apply GTCC for feature extraction form Speech file and in the end apply genetic algorithm for feature reduction 

purpose. 

 
Fig.7 training using support vector machine algorithm 

In above figure, once cat 1, cat 2, and cat 3 is uploaded then for training purpose Support Vector Machine will be applied. A 

graph will be generated showing training data with green color circle and SVM vectors with black circle. 
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Fig.8 training by using neural network 

In this figure, neural network is utilized for training purpose. Neural networks are those networks that are the collection of simple 

elements which function parallel. A neural network can be trained to perform a particular function by adjusting the values of the 

weights between elements. Network function is determined by the connections between elements. 

 
Fig.9 testing using neural network 

In above figure, testing using neural network is done and above shown results are attained from it. In this first upload test speech 

file from the database, then neural network will be applied when speech file is uploaded which classify it that in which category it 

belongs to such that above figure shows test speech file belongs to category five and it also show the accuracy of the proposed 

system results which is 99.8639. 

 
Fig.10 testing using svm 

In above figure, testing using support vector machine is done and above shown results are attained from it. In this first upload test 

speech file from the database, then SVM will be applied when speech file is uploaded which classify it that in which category it 

belongs to such that above figure shows test speech file belongs to category five and it also show the accuracy of the proposed 

system results which is 84.911. 
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Table .1 result comparison table 

Parameter Result Value 

Accuracy using SVM 84.911 

Accuracy using NN 99.8639 

 

 
Fig.11 accuracy comparison graph 

In above graph, it is shown that neural network works better for classification purpose as compared to Support Vector Machine.  

IV. CONCLUSION 

In this paper, the five emotions JOY, SAD, and AGGRESSIVE, based on automatic speech emotion recognition systems are 

overviewed. The Gamma Tone Cepstral Coefficient algorithm (GTCC) and Genetic algorithm approach is used for feature 

extraction and feature reduction. The methodology of emotion speech identification technique involves the optimization 

technique, Neural Network and Support Vector Machine method. The methodology does make available a real-world clarification 

to the problem of emotion recognition through speech and it can work well in constrained environment.  In the end, accuracy 

results obtained from NN and SVM are compared using graph it shows that neural network works much better as compared to 

Support Vector machine as accuracy value of NN is 99.8639 and SVM is 84.911. 

This work can be extended by integrating with Fuzzy C-means clustering algorithm for better efficiency. 
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