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Abstract - Regression testing is used to validate the modified software, but unfortunately regression testing is very time consuming and cost inefficient as engineers have to perform the whole test again and again. In this case prioritization technique is used in regression testing. Different methodologies has been used till date for prioritization regression testing such as Genetic algorithm, Greedy search algorithm, particle swarm optimizer and many more. Many new method has also been used along with prioritization is clustering approach. It divides the test cases according to their properties and form different clusters. Prioritization is done on the basis of clusters formed. Hence, this paper reviews the different methods used in prioritization regression testing and what can be used next to obtain results that are cost and time efficient and give maximum result.
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I. INTRODUCTION
Regression Testing is one of the type of software testing whose motive is to modify software for better result and confirms that no damage is made to the software. The maintenance process through Regression testing is expensive. The method of using it is by running some or all the test cases created. And to test the latest modifications made in the software with comparison to the previous version of software. But this method is very time consuming and cost consuming. Thus to reduce the cost, time and resources. Test case prioritization using clustering based algorithm is adopted in Regression testing. Selecting the Test case on the bases of priority using density based clustering method. The process of minimizing a test cases based on prioritization from the large density of test cases is known as “Test case prioritization using clustering algorithm”. While consider a clustering approach,[13] it could simplify test case prioritization processes by dividing test cases into groups that have common properties. It has been conjectured that if test cases have common properties, then test cases within the same group may have similar fault detection ability. If this conjecture is correct, engineers may be able to manage regression testing activities more efficiently by using test case prioritization techniques that can utilize clustering approaches. For instance, if an organization does not have enough time to run all the test cases, by running a limited number of test cases from each cluster, they still could have a better chance to catch more faults than otherwise.

Thus, in this paper, we investigate whether the use of a clustering approach can help to improve the effectiveness of test case prioritization techniques. In this work, we review different papers which have worked on Test case prioritization Regression testing and Test case prioritization using clustering in Regression testing, on the basis of code coverage, code complexity and history data on real faults.

To investigate the effectiveness of our approach, we have designed and performed empirical studies using an industrial software product K-MEANS density based clustering algorithm[14]. In density-based clustering algorithms, which are designed to discover clusters of arbitrary shape in databases with noise, a cluster is defined as a high-density region partitioned by low density regions in data space. DBSCAN (Density Based Spatial Clustering of Applications with Noise) is a typical density-based clustering algorithm.

II. RESEARCH HISTORY
As software evolves, software engineers perform regression testing on it to validate new features and detect whether corrections and enhancements have introduced new faults into previously tested code. In practice, engineers often reuse all of the existing test cases to test the modified version of the software system; however, this retest-all approach can be expensive.

Researchers have studied various methods for improving the cost-effectiveness of regression testing. Regression test selection techniques reduce testing costs by selecting, from the existing test suite, a subset of test cases to execute on the modified software system. Two recent surveys provide an overview of regression test selection techniques. Test suite minimization techniques try to reduce the size of test suites by identifying and eliminating redundant test cases. Both of these techniques reduce costs by reducing testing time and maintenance effort, but unless they are safe they can omit test cases that would otherwise have detected faults.
To solve the problem of test case prioritization various algorithm such as Search Algorithm and Meta heuristic algorithm are used. Manika et al[11] proposed 3 phase approach to solve test case prioritization. In the first phase they removed redundant test cases by simple matrix operations. In second phase test cases are selected from test suits such that selected test cases represent the minimal set which covers all faults and also at the minimum execution time. For this they are using multi objective swarm optimization (MOPSO) which optimize fault coverage and execution time. In the third phase priority to test cases are obtained from the second phase. Priority is calculated on the ratio of fault coverage to execution time of test cases. Higher the value of ratio, higher the priority. Carlson et al[13] implemented new prioritization technique that incorporates clustering approach which utilize code coverage, code complexity, and history data on Real faults. They have designed and conducted empirical studies using an industrial software product, Microsoft Dynamic Ax, which contain real faults. R.Krishnamoorthi et al[15] aims to improve the effectiveness of Regression Testing by ordering the Test Cases so that the most beneficial are executed first. The technique of genetic algorithm is used. The proposed technique prioritizes subsequences of original test suites so that the new suites which is in run within a time constrained execution environment, will have a superior rate of fault detection compared with randomly prioritize test suites. Mathusamy et al[16] prioritize the test cases depending on the business impact, importance and frequently used functionalities. Further it gives an improved rate of fault identification, when test suites cannot run to completion. Mumtaz et al[14] proposed to overcome the drawbacks of DBSCAN[18] and kmeans[17] clustering algorithm. This handles clusters of circulary distributed data points and slightly overlapped clusters. Chen et al[19] uses classification algorithm for early fault detection rate and to guide the scheduled process based on code change information.

**Examples of prioritization Regression Testing**

<table>
<thead>
<tr>
<th>Projects</th>
<th>Algorithms used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Case Prioritization</td>
<td>• Particle swam Optimizer[2][11]</td>
</tr>
<tr>
<td></td>
<td>• Genetic Algorithm[4][5]</td>
</tr>
<tr>
<td></td>
<td>• Classification Algorithm[19]</td>
</tr>
<tr>
<td>Test Case Prioritization using Clustering</td>
<td>• Greedy Search technique for Set covering[6]</td>
</tr>
<tr>
<td></td>
<td>• Hierarchical Clustering method[13]</td>
</tr>
</tbody>
</table>

**Fundamental Building Blocks of Priority testing using Clustering Algorithm**

- Underlying relationships in massive data about software systems
- Data correlations and patterns
- Test harnesses
- Bug reports
- Clustering approach

**III. PROBLEM FORMULATION**

The problem of test case prioritization has gained significant attention over the last few years as software testing forms a major section of the whole software development process. The cost of software development is directly dependent on the testing effort. The thesis aims to reduce this cost by prioritizing test cases and running the tests for the selective test cases as per the available time and manpower. There are a number of test cases available which can consume a lot of time and effort. A selective number of test cases needs to be selected which would be otherwise used for the same purpose. The priorities of the test cases needs to be decided on the basis of several parameters. The parameters for the test case prioritization needs to be chosen and a model needs to be developed which would set priority among the test cases. First of all a data set needs to be generated which would be utilized for our proposed algorithm testing. Then the dataset needs to be preprocessed for outlier removal and redundancy removal. Then a technique for clustering of the test cases needs to be developed which would be utilized for the above mentioned problem.

**IV. PROPOSED METHODOLOGY**

It is proposed to use a novel density based K-means algorithm for test case prioritization for regression testing. The naive k-means algorithm partitions the dataset into ‘k’ subsets such that all records, from now on referred to as points, in a given subset “belong” to the same center. Also the points in a given subset are closer to that center than to any other center. The algorithm keeps track of the centroids of the subsets, and proceeds in simple iterations. The initial partitioning is randomly generated, that is, we randomly initialize the centroids to some points in the region of the space.

The k-means needs to perform a large number of "nearest-neighbour" queries for the points in the dataset. If the data is’d’ dimensional and there are ‘N’ points in the dataset, the cost of a single iteration is O(kdN). As one would have to run several iterations, it is generally not feasible to run the naive k-means algorithm for large number of points. Sometimes the convergence of the centroids (i.e. C(i) and C(i+1) being identical) takes several iterations. Also in the last several iterations, the centroids move very little. As running the expensive iterations so many more times might not be efficient, we need a measure of convergence of the centroids so that we stop the iterations when the convergence criteria is met. Distortion is the most widely accepted measure.

Clustering error measures the same criterion and is sometimes used instead of distortion. In fact the points minimizes the distortion for the points in the cluster. Also when another cluster center is closer to a point than its current cluster center, moving the cluster from its current cluster to the other can reduce the distortion further. The above two steps are precisely the steps done
by the k-means cluster. Thus k-means reduces distortion in every step locally. The k-means algorithm terminates at a solution that is locally optimal for the distortion function. Hence, a natural choice as a convergence criterion is distortion. Among other measures of convergence used by other researchers, we can measure the sum of Euclidean distance of the new centroids from the old centroids.
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