Enhanced Implementation of Image Compression using DWT, DPCM Architecture
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Abstract - Image compression plays a vital role in many important and diverse applications, including video conferencing, remote sensing etc. To achieve the image compression, DWT is being used for decomposition and the decomposed sub-band is quantized and encoded. In most of the earlier work compression is obtained using multi-resolution DWT, quantization and encoding. It is observed that hardware implementation enhances speed and can be built as an Application Specific Integrated Circuits (ASIC) for many real time applications. This project performs image compression using DWT for multi-resolution decomposition. Further, in our work the lower frequency sub-band is quantized using DPCM and encoded.
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I. INTRODUCTION

During last decade there is an enormous increase in digital images which is the source of information in wide range of applications like various multi-media computer services and telecommunication applications such as video conferencing, interactive education and numerous other areas. This type of information gives rise to high transmission and storage cost. To store these images or make them available over networks, image compression techniques are needed. The image compression technique reduces the image storage space. provides a potential cost savings associated with sending less data over the transmission channel by reducing the bandwidth, as few bits are transmitted over the transmission channel, the probability of transmission errors is less, also provides a level of security against illicit monitoring.

Compression is achieved by removing one or more of the data redundancies [1]. There are three basic data redundancies are coding redundancy, Interpixel redundancy and Psychovisual redundancy. Coding redundancy is present when less than optimal code words are used in coding the information. Interpixel redundancy results from the correlation between the pixels of an image. Psychovisual redundancy is due to data that has relatively less importance than other information in the normal visual processing. The objective of Image compression techniques is to reduce the number of bits as much as possible to represent an image by taking advantage of these redundancies, while maintaining the resolution and the visual quality of the reconstructed image. An inverse process called decompression is applied to the compressed data to get the reconstructed image. At present, the main core of image compression technology consists of three important processing stages: pixel transforms, vector quantization and entropy coding. Hence there came a series of standard technique like JPEG, MPEG and H.261 for image and video compression.

II. DISCRETE WAVELET TRANSFORM

DWT can decompose the input samples in multi-resolution, where it decomposes a signal into its components in different frequency bands. The Inverse DWT reconstructs a signal from its different frequency band components. The applications of this transform are numerous, ranging from image and speech compression.

One-Dimensional Discrete Wavelet Transform Algorithm

In the 1990s, the French scholar Mallat raised a fast discrete wavelet transform algorithm named the Mallat algorithm using of the concept of multi-resolution analysis [8]. The algorithm can be described as follows:

\[ y_1(n) = \sum x(2n - k) h(k) \]  

\[ y_2(n) = \sum x(2n - k) g(k) \]

Where \( x(n) \) are the input signals, \( y_0(n) \) and \( y_1(n) \) are the output sequence and \( h(k) \) and \( g(k) \) are low-pass and high-pass filters. The input sequence \( x(n) \) bypass the filter banks \( h(k) \) and \( g(k) \) and extracted by 2, and finally generate the low-frequency signal \( y_0(n) \) and high frequency details signal \( y_1(n) \).

Two-Dimensional Discrete Wavelet Transform Algorithm

Image processing deals with two-dimensional data matrix [8]. Therefore, the Mallet algorithm should be extended to the two-dimensional space. This is obtained by applying one dimensional algorithm twice. Firstly, the filter groups \( h(n) \) and \( g(n) \) are used for each row of the image to filter and extract by 2, and then each column of the results use the same filter to filter and extract by 2. In this way, the original image is decomposed into four sub-band images, denoted as LL, LH, HL and HH. Where the LL stands for the horizontal and vertical low signal; the LH for the horizontal direction’s low pass and vertical direction’s
high-pass signal; the HL for the horizontal direction’s high pass and vertical direction’s signal, and the HH is the horizontal and vertical direction high-pass signal. The two-dimensional Mallat algorithm structure is shown in Fig. 1.

![Two-dimensional Mallat algorithm structure](image)

Traditionally, DWT has been implemented by convolution or FIR filter bank structures which requires a large number of arithmetic computations and a large storage, features that are not desirable for either high speed or low power image/video processing applications. To overcome the disadvantage of convolution DWT, a new approach called the lifting-based wavelet transform or simply lifting is being used.

### III. LIFTING BASED DWT

The main feature of the lifting-based DWT scheme is to break up the high-pass and low-pass wavelet filters into a sequence of upper and lower triangular matrices, and convert the filter implementation into banded matrix multiplications. This scheme often requires far fewer computations compared to the convolution based DWT. It consists of a series of split, predict and update steps that modify or lift one set of samples to be used in the next step as shown in Fig 2.

![Structure of Lifting scheme based DWT](image)

The steps involved in lifting based DWT are as follows [8]

- **Split**: The original image is split into odd and even samples.
  
  - Even samples: \( X_e = X_{2n} \)  
  
  - Odd samples: \( X_o = X_{2n+1} \)

- **Predict**: The prediction stage eliminates redundancy and gives a more compact data representation. The Predict step uses the even subset \( X_{2n} \) to predict the odd subset \( X_{2n+1} \) using a prediction function \( P \). The difference between the predicted value of the subset and the original value is processed and replaces this latter
  
  \[ d_n = X_o - P(X_e) \]

- **Update**: The third stage of the lifting scheme introduces the update phase. In this stage the coefficient \( d_n \) is lifted with the help of the neighboring wavelet coefficients. This phase is referred as the primal lifting phase or update phase
  
  \[ a_n = X_e + U(d_n) \]

### IV. DIFFERENTIAL PULSE CODE MODULATION

Differential pulse code modulation (DPCM) is an efficient data compression technique, which is useful for reducing transmission rate of digital image. When highly correlated samples are encoded the resulting encoded signal contains redundant information which is absolutely not required for transmission of information. By removing this redundancy before encoding a more efficient coded signal can be obtained. Hence DPCM technique removes the redundancy before encoding to get an efficient coded signal. The DPCM architecture with predictor and quantizer is as shown in Fig 3. By knowing the past behavior of a signal up to a certain point in time, it is possible to make some inference about the future values.
The fact that it is possible to predict future values of the samples, gives rise to the differential quantization scheme as shown in Fig.3. In this scheme the input to the quantizer is

\[ e(n) = x(n) - x'(n) \]

Eq is the difference between the unquantized input sample \( x(n) \) and the prediction of it \( x'(n) \). The predicted value is produced by using a predictor whose input is the quantized input sample. The difference \( e(n) \) is called a prediction error, since it is the amount by which predictor fails to predict the input exactly. Encoding of quantizer output \( v(n) \) will reduce the number of bits as the difference between the original value and the predicted values will be significantly smaller in magnitude than the actual magnitude of pixel.

V. IMPLEMENTATION

**Mathematical Equations for Lifting DWT**

For 5/3 filter there is only one lifting step which can be represented in terms of pixels as follows

- Split the input samples into even samples \( (X_{2i}) \) and odd samples \( (X_{2i+1}) \)
- Determine the detailed coefficients or high frequency coefficients (H) using
  \[ d_i = X_{2i+1} + \alpha (X_{2i} + X_{2i+2}) \]  
  where \( \alpha \) is the filter coefficient = \( \frac{1}{2} \)

- Determine the approximate coefficients or low frequency coefficients (L) using
  \[ a_i = X_{2i} + \beta (d_i + d_{i-1}) \]  
  where \( \beta \) is the filter coefficient = \( \frac{1}{4} \)

**Proposed Architecture’s Design Flow and Algorithm**

![Design Flow Diagram](image)
From the data flow diagram as shown in the Fig 4 the steps followed for image compression and decompression are listed as below:

**Image Pre-Processing Block**
- The image is read and resized to get the pixels needed for image compression using the MATLAB.
- Then the image pixels are written into a input text file.

**DWT**
- The image pixels are read from the input text file.
- 1D DWT is performed on the image pixels.
- Split the input image pixels into odd and even samples.
- Determine L and H sub-band coefficients using 1D DWT equations of the lifting scheme.
- Store L and H sub-band coefficients into intermediate memory.
- 2D DWT is performed on L and H sub-bands of 1D DWT.
- Read L from the intermediate memory and repeat the steps of 1D DWT to get LL and LH sub-band coefficients.
- Store LL and LH sub-band coefficients into the intermediate memory.
- Read H from the intermediate memory and repeat the steps of 1D DWT to get HL and HH sub-band coefficients.
- Store HL and HH sub-band coefficients into the intermediate memory.

**DPCM Encoding**
- Read the LL sub-band coefficient and find the prediction of each coefficient.
- Determine the difference between the original coefficient and the predicted coefficient.
- Quantize the difference obtained in the previous step.
- Encode the output of the quantizer.

**DPCM Decoding**
- Decode the encoded coefficients obtained from the encoder.
- Store the decoded coefficients of LL sub-band into memory.

**IDWT**
- Read LL and LH sub-band coefficients and perform 1D IDWT as per the inverse 1D IDWT equations to get L sub-band coefficients.
- Read HL and HH sub-band coefficients and perform 1D IDWT as per the inverse 1D IDWT equations to get H sub-band coefficients.
- Read L and H sub-band coefficients and perform 1D IDWT as per the inverse 1D IDWT equations to get even and odd samples.
- Merge even and odd samples to get the reconstructed image samples.
- Write the reconstructed image samples into an output text.

**Post-Processing**
- Read the reconstructed image samples from the output text.
- Calculate the compression ratio.

VI. RESULT

The image compression is implemented using DWT and DPCM encoding, decompression using DPCM decoding and IDWT. The functionality of all the modules are described using Verilog HDL and the simulation is carried out on FPGA Xilinx 14.2 platform to verify the result. The results of simulation are compared with MATLAB simulated output. The simulation results of all the modules are as listed.

![Fig. 5 Simulation waveform of Compressor-Decompressor](image-url)
VII. CONCLUSION

In this proposed work, image compression is done using DWT and the lower frequency sub-band is given to DPCM to further increase the compressibility of image. Further decompression is carried out on the compressed image to retrieve the reconstructed image. The implementation results a compression ratio of 2 and PSNR of 31.269db. The compressed and decompressed images obtained from HDL and MATLAB are compared, therefore compared output gives the matched result.
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