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Abstract - Human face recognition is one of the research areas in the current era of the research. It is different from other biometric recognition because faces are complex, multidimensional and almost all human faces have a similar construction. One of the most robust face recognition is varying illumination condition in uncontrolled environment is still major challenge. In this thesis we discuss the some normalized methods to solve the common problems in face images, due to a real capture system i.e. lighting variations. We have collected various preprocessing technique suggested by different authors and shown their results. After pre-processing we can use the feature extraction. We have studied a face recognition system using the Principal Component Analysis (PCA) algorithm with Euclidean distance as a classifier. The experimented results are tested on the ORL database and Yale database.
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1. INTRODUCTION

Automatic face recognition has a wide scope in applications like authentication, security, mug shot data base matching and surveillance. The lighting condition changes from day to night and also between indoor and outdoor environments. These variations severely affect the appearance of the face [1]-[2]. The potential change caused by intra personal variation (variation within the same class) is much larger compared to that of inter-personal variations (variation between classes)

Face recognition has been an active research area over the last 30 years. It has been studied by scientists from different areas of psychophysical sciences and those from different areas of computer sciences. Psychologists and neuroscientists mainly deal with the human perception part of the topic, whereas engineers studying on machine recognition of human faces deal with the computational aspects of face recognition.

Face recognition has applications mainly in the fields of biometrics, access control, law enforcement, and security and surveillance systems. Biometrics are methods to automatically verify or identify individuals using their physiological or behavioral characteristics [1]. Biometric technologies include [2]:

Face recognition algorithms try to solve the problem of both verification and identification [3]. When verification is on demand, the face recognition system is given a face image and it is given a claimed identity. The system is expected to either reject or accept the claim. On the other hand, in the identification problem, the system is trained by some images of known individuals and given a test image. It decide which individual the test image belongs to.

The problem of face recognition can be stated as follows: Given still images or video of a scene, identifying one or more persons in the scene by using a stored database of faces [4]. The problem is mainly a classification problem. Training the face recognition system with images from the known individuals and classifying the newly coming test images into one of the classes is the main aspect of the face recognition systems.

1.1 Challenges to face recognition

The topic seems to be easy for a human, where limited memory can be a main problem; whereas the problems in machine recognition are manifold. Some of possible problems for a machine face recognition system are mainly;

1. **Facial expression change**: A smiling face, a crying face, a face with closed eyes, even a small nuance in the facial expression can affect facial recognition system significantly.

2. **Illumination change**: The direction where the individual in the image has been illuminated greatly effects face recognition success. A study on illumination effects on face recognition showed that lighting the face bottom up makes face recognition a hard task [5].

3. **Aging**: Images taken some time apart varying from 5 minutes to 5 years changes the system accuracy seriously.

4. **Rotation**: Rotation of the individual’s head clockwise or counter clockwise (even if the image stays frontal with respect to the camera) affects the performance of the system as shown in figure 1.
Face recognition system is the next step of a face detection system. In this paper, it is assumed that all the images used to train or test the system are face images. The problem of determination of the exact location of the face is out of the scope of this paper, but some preprocessing techniques had to be applied to ensure that all the faces were oriented in the same location in all the images.

1.2 Illumination Normalization Processing

Illumination variation is one of the main challenging problem in any face recognition system. There are two main approaches for illumination processing.[6] Active approach and Passive approach. Active approaches apply active sensing techniques to capture face images which are invariant to environment illumination. Passive approach attempt to overcome illumination variance in face images due to environment illumination change.

1.3 Typical Preprocessing Methods

The methods based on image processing techniques for illumination problem commonly attempt to normalize all the face images to a canonical illumination in order to compare them under the “identical” lighting condition. These methods can be formulated as a uniform:

\[ I' = T(I) \]

Where ‘I’ is the original image, T is the transformation operator and I’ is the after the transform. The transform T is expected to weaken the negative effect of the varying illumination and the image I’ can be used as a canonical form for face recognition system. Therefore, the recognition system is expected to be insensitive to the varying lighting condition. Dog filtering, homomorphic filtering, DCT based normalization, gradientface and weberface are most commonly used methods for gray-scale transform. All these techniques are briefly introduced in the following sections and compared with the proposed method.

A. The Homomorphic Filtering based Normalization technique

Homomorphic filtering (HOMO) is a well known normalization technique where the input image is first transformed into the logarithm and then into the frequency domain. Here, the high frequency components are emphasized and the low-frequency components are reduced. As a final step the image is transformed back into the spatial domain by applying the inverse Fourier transform and taking the exponential of the result. Here, X denotes the input grey-scale image to be processe. We have applied the above technique to several images from the YaleB database.[7][8]

B. The Gradientfaces normalization technique

The technique computes the orientation of the image gradients in each pixel of the face images and uses the computed face representation as an illumination invariant version of the input image. This method converts the image from pixel domain to gradient domain. Gradient domain considers the relationship between the neighboring pixel and it reveals underlying inherent structure of the image.[7][8]

C. Dynamic Morphological Quotient Image

Various smoothing filters and smoothing methods have been proposed to estimate the luminance \( L(x, y) \), which results in different illumination normalization algorithms. Inspired by the good performance and low-complexity offered by the MQI for luminance estimation, we adopt the MQI with an adaptive template size, i.e. DMQI, to compensate the illumination fluctuation. Dynamic Morphological Quotient Image (DMQI) method in which mathematical morphology operation is employed to smooth the original image to obtain a better luminance estimate. However, in DMQI, there is some pepper noise in dark area.[7][8]

D. The DCT based normalization technique

In a face image, illumination usually changes slowly compared with the reflectance except some casting shadows and secularities on the face. As a result, illumination variations mainly lie in the low-frequency band. Therefore, we can remove the low frequency part to reduce illumination variation. The low frequency DCT coefficients are set to zero to eliminate illumination variations.[9]

II. METHODOLOGY

Principle Component Analysis (PCA)

The PCA Method of Turk and Pentland [10] is one of the main methods applied in the literature which is based on the Karhunen-Loeve expansion. Their study is motivated by the earlier work of Sirowich and Kirby [11]. It is based on the application of Principal Component Analysis to the human faces. It treats the face images as 2-D data, and classifies the face
images by projecting them to the eigenface space which is composed of eigenvectors obtained by the variance of the face images. Eigenface recognition derives its name from the German prefix *eigen*, meaning own or individual. The Eigenface method of facial recognition is considered the first working facial recognition technology.

Principal component analysis (PCA) is standard technique used in statistical pattern recognition and signal processing for data reduction and Feature extraction. As the pattern often contains redundant information, mapping it to a feature vector can get rid of this redundancy and yet preserve most of the intrinsic information content of the pattern. These extracted features have great role in distinguishing input patterns. PCA is also known as eigenface method.

**Eigenface Method**

An image space can be thought of as a space having dimensions equal to the number of pixels making up the image and having values in the range of the pixels values. Thus, for example for a grey scale image of size (Nx x Ny), the dimension of the image space is P, P being Nx times Ny. For the case of gray scale images, in each dimension the image could have a value in between 0 and 255.

An image can be thought as a point in the image space by converting the image to a long vector by concatenating each column of the image one after the other. When all the face images are converted into vectors, they will group at a certain location in the image space as they have similar structure, having eye, nose and mouth in common and their relative position correlated. This correlation is the main point to start the eigenface analysis.

The Eigenface method tries to find a lower dimensional space for the representation of the face images by eliminating the variance due to non-face images; that is, it tries to focus on the variation just coming out of the variation between the face images.

Eigenface method is the implementation of Principal Component Analysis (PCA) over images. In this method, the features of the studied images are obtained by looking for the maximum deviation of each image from the mean image. This variance is obtained by getting the eigenvectors of the covariance matrix of all the images. The eigenface space is obtained by applying the eigenface method to the training images. Later, the training images are projected into the eigenface space. Next, the test image is projected into this new space and the distance of the projected test image to the training images is used to classify the test image. Euclidean distance is used for the classification of test images.

The implementation steps of PCA based eigenface is as follows:

**Step 1.** Image I : (Nx x Ny) pixels. The image matrix I of size (Nx x Ny) pixels is converted to the image vector Γ of size (P x 1) where P = (Nx x Ny); that is the image matrix is reconstructed by adding each column one after the other.

**Step 2.** Mean Face $γ' = \frac{1}{M} \sum_{i=1}^{Mt} γ_i$ is the arithmetic average of the training image vectors at each pixel point and its size is (P x 1).

**Step 3.** Mean subtracted image $Φ = Γ − γ'$ is the difference of the training image from the mean image (size P x 1).

**Step 4.** Difference Matrix $Α = \begin{bmatrix} Φ_1 & Φ_2 & ... & Φ_{Mt} \end{bmatrix}$ is the matrix of the entire mean subtracted training image vectors and its size is (P x Mt).

**Step 5.** Covariance Matrix $Χ = Α \cdot Α^{T} = \frac{1}{M_t} \sum_{i=1}^{Mt} Φ_i \cdot Φ_i^{T}$ is the covariance matrix of the training image vectors of size (P x P), (sample covariance matrix, N*N, characterizes the scatter of the data).

An important property of the Eigenface method is obtaining the eigenvectors of the covariance matrix. For a face image of size (Nx x Ny) pixels, the covariance matrix is of size (P x P), P being (Nx x Ny). This covariance matrix is very hard to work with due to its huge dimension causing computational complexity. On the other hand, Eigenface method calculates the eigenvectors of the (Mt x Mt) matrix, Mt being the number of face images, and obtains (P x P) matrix using the eigenvectors of the (Mt x Mt) matrix.

Initially, a matrix $Y$ is defined as,

$Y = Α^{T} \cdot Α = \frac{1}{M_t} \sum_{i=1}^{Mt} Γ_i^{T} Γ_i$

which is of size (Mt x Mt).

Then, the eigenvectors $v_i$ and the eigenvalues $μ_i$ of $Y$ are obtained,

$Y \cdot v_i = μ_i \cdot v_i$

The value of Y is put in this equation,

$Α^{T} \cdot Α \cdot v_i = μ_i \cdot v_i$

Both sides are left multiplied by $Α$

$Α \cdot Α^{T} \cdot Α \cdot v_i = Α \cdot μ_i \cdot v_i$

The necessary matrix arrangements are made.
\[ \mathbf{A} \cdot \mathbf{A}^T \cdot \mathbf{A} \cdot \mathbf{v}_i = \mathbf{\mu}_i \cdot \mathbf{A} \cdot \mathbf{v}_i \]

(as \(\mathbf{\mu}_i\) is a scalar, this arrangement can be done)

\[ \mathbf{X} \cdot \mathbf{A} \cdot \mathbf{v}_i = \mathbf{\mu}_i \cdot \mathbf{A} \cdot \mathbf{v}_i \]

Now group \(\mathbf{A} \cdot \mathbf{v}_i\) and call a variable \(\mathbf{v}_i = \mathbf{A} \cdot \mathbf{v}_i\). It is easy to see that

\[ \mathbf{v}_i = \mathbf{A} \cdot \mathbf{v}_i \]

is one of the eigenvectors of \(\mathbf{X} = \mathbf{A} \cdot \mathbf{A}^T\) and its size is \((P \times 1)\).

Thus it is possible to obtain the eigenvectors of \(\mathbf{X}\) by using the eigenvectors of \(\mathbf{Y}\). A matrix of size \((M_t \times M_t)\) is utilized instead of a matrix of size \((P \times P)\) (i.e. \([Nx \times Ny] \times [Nx \times Ny]\)). This formulation brings substantial computational efficiency. In Figure 14 some sample images and in figure 15 normalized training set images from the ORL database and in figure 16 mean image of the images from the ORL database are given. In Figure 17 some characteristic eigenfaces obtained from this database can be seen these are obtained from implemented system. The eigenfaces are in fact \((P \times 1)\) vectors for the computations; in order to see what they look like, they are rearranged as \((Nx \times Ny)\) matrices.
In the next step, the training images are projected into the eigenface space and thus the weight of each eigenvector to represent the image in the eigenface space is calculated. This weight is simply the dot product of each image with each of the eigenvectors. Projection $\omega_k = V_k^T \cdot \Phi = V_k^T \cdot (\Gamma - \Psi)$ is the projection of a training image on each of the eigenvectors where $k = 1, 2, ..., M'$ where $M' \ll M$. Weight Matrix $\Omega = [\omega_1, \omega_2, ..., \omega_{M'}]^T$ is the representation of the training image in the eigenface space and its size is $(M' \times 1)$.

When a test image is given as an input to the system first we represent it onto the eigenface space then we find minimum Euclidean distance by comparing test image with all the images in the training set. The minimum distance image in the training set is recognized as the equivalent image. Euclidean distance is calculated using below equation.

$$\delta_j = \| \Omega_T - \Omega_{\Psi_l} \| = \sqrt{\sum_{k=1}^{M'} (\Omega_{T_k} - \Omega_{\Psi_l/k})^2}$$

is the Euclidean distance between projections.

The Flow of Implementation of PCA face Recognition is shown is below.

![Diagram of PCA face Recognition](image-url)

**Figure 17. Eigenfaces obtained from ORL database.**
III. EXPERIMENTAL RESULTS

In this way basic PCA face recognition technique and Pre-Processing techniques has been implemented and test with ORL databases and Yale databases. The experimented was carried out using MATLAB R2007b platform for implementing the algorithm because this is only the platform by which we can get very accurate result and implementation is also somewhat easy. The experiment are performed with 2.00GHz Intel Core 2 Duo T5870 CPU and 1GB of RAM. Experimented results are analyzed by carrying on Gray scale image.

The performances of the systems are measured by varying the number of faces of each subject in the training and test faces. Table 3 shows the success rates using different training and test images for PCA approach and the result shows that in ORL database the recognition rate is increased when the number of sample is increased, the recognition rate also gets increased and for almost all databases the recognition rate is best for around five to ten images per individual in the training set.

Figure 1 shows the sample images of Yale Database.

![Figure 1a: Results of Homomorphic filtering based Technique](image)

![Figure 1b: Results of Single scale quotient image](image)
IV. RESULTS

Table 2: Database used in Experiment

<table>
<thead>
<tr>
<th>Name of Database</th>
<th>Image Format</th>
<th>Image Size</th>
<th>Image Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORL database</td>
<td>.bmp</td>
<td>23 X 28</td>
<td>Grey</td>
</tr>
<tr>
<td>Yale Database</td>
<td>.gif</td>
<td>320 X 243</td>
<td>Grey</td>
</tr>
</tbody>
</table>

Table 3: Experiment Result

<table>
<thead>
<tr>
<th>Name of database</th>
<th>Total No. of unique person</th>
<th>No. of sample of each images in training set</th>
<th>No. of image in training set</th>
<th>No. of images in Testing set</th>
<th>Recognition Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORL Database</td>
<td>31</td>
<td>1</td>
<td>31</td>
<td>1</td>
<td>61.2903</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>62</td>
<td>2</td>
<td>85.4839</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>93</td>
<td>3</td>
<td>83.8710</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>124</td>
<td>4</td>
<td>87.9032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>155</td>
<td>5</td>
<td>89.0323</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name of database</th>
<th>Total No. of unique person</th>
<th>No. of sample of each images in training set</th>
<th>No. of image in training set</th>
<th>No. of images in Testing set</th>
<th>Recognition Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yale Database</td>
<td>10</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>20</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>30</td>
<td>3</td>
<td>46.6667</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>50</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>100</td>
<td>10</td>
<td>54</td>
</tr>
</tbody>
</table>
V. CONCLUSION

Various illumination normalization methods for face recognition have been implemented and their performance has been evaluated. We have presented many methods for face recognition under uncontrolled lighting based on robust preprocessing and an extension of the PCA eigenface descriptor. The experiment has been performed by considering the center portion of the face. The proposed techniques is tested with Yale database and ORL databases each images created as normal, bright, very bright, dark and very dark. Then each images are tested with the proposed PCA eigenface algorithm.
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