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________________________________________________________________________________________________________ 

 

Abstract - Ad hoc network is a temporary network connection that can change locations and configure itself on the fly. 

Packet may loss in network due to frequent link failure in ad hoc network. In this paper, we maintain log at each router to 

find out where the loss actually occur and a special scheme used is Zone routing protocol that uses the effective 

combination of proactive and reactive routing protocols. This protocol uses intra-zone and inter-zone protocol to route the 

packet to its destination without any loss.  
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I.INTRODUCTION 

The wireless ad hoc network does not have any kind of infrastructure to form network, due to this it had relative congestion in 

network which leading to packet buffering and continuously degrades the performance in network.  In this paper, an operationally 

viable approach used to find out where the loss arises. The key idea is that detecting packet loss is to find where the packet lost in 

the network. Thus, when a broken link is detected, it performs intra-zone routing to find its destination. If not found it initiate 

border casts routing to find its destination.  

 

Protocol 

Each router maintain log that provides the information about each packet that passes through it. If the actual behavior deviates 

from the predicted behavior, then a failure has occurred.  

 
Fig 1 

Below condition to be satisfied to detect where the packet has lost: 

Buffer limit (BL) is maintained at each router. If BL<QP+ps, then the packet P is dropped due to congestion. Every log is 

evaluated with the previous one before it is forwarded. In our case, if log a ≠ log b, then rb stops forwarding packets further- 

detect failure.  

 

Log Record 

 
Fig 2 

Each router in the network maintains a log record containing information about the number of packets sent and received (N), 

the size of each packet (ps), header of the packet (P), time at which the packet was received (t). This log record helps in detecting 

where the loss in packet occurred. Each router maintains a queue (Q) before it gets the particular packets. Buffer limit (BL) is 

maintained at each router. If BL< (qp+ps), then the packet P is dropped.  When a packet arrives at router r and is forwarded to a 

destination that will traverse a path segment ending at router x, r increments an outbound counter associated with router x. 

Conversely, when a packet arrives at router r, via a path segment beginning with router x, it increments its inbound counter 

associated with router x. periodically, router x sends a copy of its outbound counters to the associated routers for validation. Then, 

a given router r can compare the number of packets that x claims to  have sent to r with the number of packets it counts as being 

received from x, and it can detect the number of packet losses. 
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Zone- Routing Protocol   

Zone Routing Protocol is a hybrid routing protocol which utilizes both the combination of proactive and reactive routing 

protocols.  The key concept is to use a proactive routing scheme within a limited zone in the r-hop neighborhood of every node, 

and use a reactive routing scheme for nodes beyond this zone     

 

Contrast of Proactive Vs Reactive  
As a reactive, it finds a route On-Demand and it provide low overhead of control message and has disadvantage of higher 

latency in discovering routes. As a proactive, it finds a route in advance because it maintains table at each node about entire 

network. 

 

Neighbor Discovery Protocol  
Zone Routing Protocol uses its own protocol to find its neighbor’s just by sending/transmitting “HELLO” message at regular 

interval. When any route failure occurs during a transmission of “HELLO” Packet a route error (RRER) message is propagated to 

source. 

 

Routing in Zone Routing Protocol 

 Intra-Zone Routing 

Each node has information about all the nodes in its routing zone. Each node has route table, it helps to find route to any 

node within limited zone. Each node periodically broadcast message called as Zone Notification message which is 

similar to HELLO message, it reach until it gets zero to find its destination. 

 
Fig 3 Intra-Zone routing 

In fig 7.1.1 ,  it performs intra-zone routing with r=1, that says node A as source and nodes B, C, D are within intra-zone 

and each node checks whether it is destination or not , if node D is destination then it stop routing. 

 Inter-Zone Routing 

Inter-Zone Routing discovers route reactively; if the destination is within zone the routing is completed in intra-zone 

routing phase otherwise it sends the packet to peripheral nodes through border casting. In Fig 3, source node A checks 

whether the destination is within intra-zone or not, if not it performs border casts from node B which connects peripheral 

nodes E and F.  For getting reply, each and every node has its own address. Upon receiving border casts request from 

node B it find appropriate destination (r=2). 

II.IMPLEMENTATION  

 Routing Zone 

                       

 
Fig 4 Routing Zone for node 8 

It is subset of the network, in which all nodes are reachable within less than or equal to zone radius hops.  In Fig 4 

illustrates routing zone of node 8, with r=1 and r=2 hops. With zone radius =2, the nodes 7,4,12, and 13 are interior 

nodes, and whereas nodes 2, 3, 5, 9, 10, 13, and 15 are peripheral nodes. Each node maintains route information within 

its routing zone by periodic update route packets. Hence the larger the routing zone, the higher the update control traffic. 

The inter-zone routing protocol is responsible for finding paths to the nodes which are not within the routing zone.  
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 Path Finding  

When a source node 8 has to send packet to its destination node 15, first it checks whether the destination node is within 

its zone or not. If it has its own zone then it delivers the packet. Otherwise source border casts the RouteRequest message 

to its peripheral nodes. In fig 5, a node 8 border casts the RouteRequest message to nodes 2, 3, 5, 7, 9, 10, 13, 14, and 15. 

Suppose if peripheral node finds the destination within routing zone, it sends RouteReply to the source node about the 

path; otherwise node reborder casts the RouteRequest packet to peripheral nodes. This process continues until it finds its 

destination. Node 10 and 14 finds the information about node 16 within intra-zone routing tables, and it originate 

RouteReply packet back to source node 8. The path finding aim is to choose best path to route the packet from source to 

its destination. Shortest path and least delay path are two criterions for selecting the best path.  

 

 
Fig 5 Path finding between node 8 and node 16 

III.PERFORMANCE EVALUATIONS 

Performance evaluations have following steps. 

 

 Throughput 

The ratio of bits received to the amount of time taken to travel from source to destination. 

              

 
Fig 6 Comparison of Throughput 

 

 Router Overhead 

The average amount of routing protocol control packets in the network. 

 

 
Fig 7 Comparison of Router Overhead 

 

 End -To-End Delay 
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Time taken for a packet to be transmitted across a network from source to destination. 

 
               Fig 8 Comparison of End-to-end delay 

IV.CONCLUSION 

When link failure occur, there is a loss of packet in network, log record used to detecting where the packet  loss occurred and 

it can be recovered by Zone Routing mechanism, which is simulated by using intra and inter zone routing. The simulation results 

show that this protocol reduces the control overhead and the periodic flooding of routing information packets in table-driven 

approaches. 
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