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Abstract—In any organization, managing Human Resources is an important task. Loss of employees lowers the overall 

productivity of the team and is also financially costly. Attrition of employees leaves behind a void that is costly to fill 

[2]. Machine Learning can be utilized for predicting an employee’s attrition. This paper evaluates the algorithms which 

can be used to predict the employee attrition on the IBM HR Analytics Employee Attrition & Performance dataset [1] 

taken from Kaggle with 35 attributes like Job Satisfaction, Percentage Salary Hike, Work Life Balance, etc. taking into 

consideration all aspects right from distance from home to the number of working hours. In order to predict Attrition, 

which is the dependent variable, classification algorithms under supervised learning are used. This paper provides the 

most optimal solution with the Stacked Classifier, an ensemble model which in this case averages Adaptive Boosting, 

Decision Tree Classifier and Support Vector Machine algorithms ultimately giving a high accuracy of 90.65. 

 

IndexTerms—Employee Attrition Prediction, Classification Algorithms, Model Stacking. 

_____________________________________________________________________________________________________ 

I. INTRODUCTION 

When there is a loss of employees in any organization, there are a lot of problems which are caused, starting from an empty 

position in the organization. Filling these positions is a lengthy process of interviewing candidates, training them and and 

integrating them into teams [3]. This makes retention of valuable talent essential to the smooth functioning of the organization. 

HR is constantly looking out for ways to predict which employee is unhappy with the current job in order to try and convince 

the employee to stay or to cushion the blow of loss of talent by looking for replacements. Accurate employee attrition prediction 

has tremendous monetary and productivity benefits for the organization and so machine learning is used to train classifier 

models using the dataset. 

The dataset is called IBM HR Analytics Employee Attrition & Performance, taken from Kaggle. The dataset consists of 35 

variables such as Age, Daily Rate, Hourly Rate, Job Satisfaction, Overtime and Monthly Income being some of the important 

factors that contribute to attrition. The target variable is Attrition which has two values - Yes and No. Supervised learning [4] is 

a process of training the model to map the function between labelled input variables and target output variable. The target in this 

dataset is a binary variable and so classification is used to solve this problem. Classification [5] is a supervised learning 

technique which uses a model to predict categorical values from the input data. Stacked Classifier [6] combines multiple 

classifying algorithms which are trained on the training set and is used with a meta classifier which predicts the output class 

using the output values from the Stack Classifier. The data is used to train an ensemble [7] Stacked Classifier consisting of three 

classifying algorithms: Support Vector Machine, Decision Tree Classifier and Adaptive Boosting with the meta classifier 

algorithm used being Logistic Regression for obtaining better accuracy. 

 In this paper, the dataset goes through cleaning, preprocessing, feature engineering, training and modelling to obtain an 

accuracy of 90.65% using Stacked Classifier. 

II. METHODOLOGY 

2.1 Pre-Processing 

The dataset consists of 35 variables which affects the attrition estimated value by the machine. In order to achieve improved 

results, the dataset needs to be pre-processed. Furthermore, feature engineering is used to achieve a better accuracy score as it 

makes the dataset viable for machine learning algorithms. 
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2.1.1 Visualization 

 

 
Figure 1 - Monthly Income against Attrition 

 

 
Figure 2 - Distance From Home against Attrition 
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Figure 3 - Hourly Rate against Attrition 

 

 
Figure 4 - Monthly Income against Attrition 
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Figure 5 - Monthly Rate against Attrition 

 

  
Figure 6 - Number of Companies Worked against Attrition 
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Figure 7 -Percent Salary Hike against Attrition 

 

 
Figure 8 - Training Times Last Year against Attrition 
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Figure 9 -Years In Current Role against Attrition 

 

 
Figure 10 - Years with Current Manager against Attrition 

 

 

2.1.2 Feature Engineering 

After analyzing the data by making a scatter plot graph of all the variables against each other, a lot of observations can be 

made. Firstly, there are no missing values in the dataset, hence no empty values have to be filled. 

Secondly, the attributes - “Over18”, “EmployeeNumber” and “StandardHours” are dropped from the dataset as “Over18” 

has all values set to “Y” and the other two attributes do not affect attrition as observed in the scatter plot. 

Next, there a few attributes such as “BusinessTravel”, “Department”, “JobRole”, etc. which have categorical and string 

values. Binary numeric data of the same is required, in order to achieve this, one-hot encoding is implemented. In one-hot 

encoding, values are assigned 1 to that column if that value is present else value 0. The final dataset consists of 52 variables. 

 

2.2 Algorithms Used 

 

2.2.1 Adaptive Boosting 

The Adaptive Boosting (AdaBoost) algorithm works on the core principle of fitting a sequence of weak learners [8]. This 

algorithm uses a particular boost classifier as shown in Eq. 1. 

𝐹𝑇(𝑥)  = ∑ 𝑓𝑡(𝑥)𝑇
𝑡 = 1         Eq. (1) 

ft represents a weak learner which takes an object x input and accordingly returns a value which indicates the class of that 

object. 

𝐸𝑡 = ∑ 𝐸[𝐹𝑡−1(𝑥𝑖)  +  𝛼𝑡ℎ(𝑥𝑖)]𝑖      Eq. (2) 
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The sum training error Et is given as Eq. 2 and it is minimized as each weak learner produces ℎ(𝑥𝑖)the output 

hypothesis. For each iteration t, the 𝛼coefficient is assigned. 𝐹𝑡−1is the boosted classifier. Eq. 1 and 2 are used for training. The 

weights 𝑤1, 𝑤2, . . . 𝑤𝑁are applied to each of the training samples, this is known as boosting iteration. Initially all the weights 

are assigned by Eq. 3. 

𝑤𝑖 = 1 / 𝑁      Eq. (3) 

 

2.2.2 Decision Tree Classifier 

Decision Tree is one of the simplest algorithms out there. Here multiple inputs (in this case data features) are asked multiple 

questions and accordingly achieve a certain output. Based on the output, the inputs are classified by using the Decision Tree 

Classifier algorithm. These simple decision rules aid in predicting the target value [9]. 

 

 
Figure 11 - Creating a decision tree from the given training data 

 

In Fig. 11 it can be observed that the training data is used to generate the decision tree. The decision tree then asks multiple 

questions to the data and achieves the output “Yes” or “No”. 

 

2.2.3 Support Vector Machine 

This supervised learning algorithm is generally used in problems involving classification [10]. This algorithm outputs a 

hyperplane based on the input training data, which is used to classify new examples or the testing data. Here each data item is 

plotted as a point in a n-dimensional space (where n is the number of features of the dataset). In this case, a 52-dimensional 

space is used. After that, classification is done by finding the hyperplane which differentiates the two classes as observed in Fig. 

2. 
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Figure 12 - Support Vectors with a Hyper Plane 

 

In Fig. 12 the plotted points are the data and are segregated into green points and red points by using the hyperplane. The 

line that has the shortest distance to the points closest to it is picked. The closest points that identify this line are known as 

support vectors. And the region they define around the line is known as the margin. This algorithm is effective in high 

dimensional spaces and provides versatility. 

  

2.2.4 Stacked Classifier 

With the help of a meta-classifier, the stacking classifier combines multiple classification models [6]. The meta-classifier is 

fitted based on the meta-features (output) of the individual classification models that are being input to the stacking classifier as 

observed in Fig. 13. 

 

 

 

 
Figure 13 - Stacking Classifier 

 

The three algorithms that are stacked into the stacking classifier are Adaptive Boosting (Adaboost), Decision Tree Classifier 

(DTC) and Support Vector Machine (SVM). The stacking classifier is used as it allows us to combine various algorithms and 

provide more versatility. Each algorithm used in the stacking classifier improves the overall accuracy in a way as each algorithm 

provides different data training sets. 

 

III. EXPERIMENT 

The dataset obtained consists of 35 attributes. 32 of those attributes contribute to deciding employee attrition. The target is to 

predict attrition of employees which can have any one of the outcomes, either Yes or No. Classification algorithms are applied 

to predict the outcome of this problem. The dataset is divided into two parts for training and testing purposes. 80% of the data 

points are used for training the model, that is the model learns the outcome with respect to changes in the independent variables. 

The remaining 20% forms the test data. The test dataset is used to evaluate the accuracy of the model. The target value in the 

test set is compared with the predicted value to determine classification performance. 

 

IV. IMPLEMENTATION 

In order to perform the experiments, the Spyder platform was used as IDE to code in Python 2.7. For making predictions 

with the least errors, Scikit learn pre-defined libraries were used [13]. In Fig. 14, adaptive boosting and support vector machine 

algorithms are used to generate the Level 1 Predictions. These predictions are then used by the meta classifier - decision tree 

classifier algorithm, hence producing the final predictions. 
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Figure 14 - Stacked Classifier Model Design 

 

V. RESULTS 

The predictions consider the three algorithms to find out the model with the best accuracy.  

 

Table 1: Results of trained models on testing data 

Algorithm Score Accuracy 

Adaptive Boosting 88.93 

Decision Tree Classifier 82.78 

Support Vector Machine 84.01 

Stacked Classifier 90.65 
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VI. CONCLUSION 

After performing various empirical tests on the IBM HR Analytics Employee Attrition & Performance [1] dataset from 

Kaggle with 35 features for employee attrition prediction in an organization, the results from the table in the above section 

depict that the Stacked Classifier provides the most optimal solution with a score accuracy of 90.65. Hence, it can be stated that 

multiple trained models learned on different classification algorithms can be cross validated, averaged and passed into a meta 

classifier to improve the accuracies of the individual classification models. An employee’s attrition value prediction could 

benefit the organization by knowing where they are going wrong and with which employees. The organization could 

accordingly start looking for people to fill the positions which are predicted to be empty by using this stacked classifier model. 

 

VII. FUTURE SCOPE 

Currently, the dataset size is 1470 rows. If this size is increased, the accuracy can be further improved by the stacked 

classifier. The logic here is that if there is more data, it will enable training more exhaustively and one could also implement 

deep learning algorithms. Furthermore, feature engineering will not be required as principal component analysis could work on 

the 35 features of the dataset and use the important ones which contribute to the attrition value. 
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