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Abstract - This paper presents a fault tolerant Control System design which plays a vital role in the system design of any 

application. In time dependent applications, fault tolerant control systems are used. If fault tolerant or redundancy 

control systems are not present then catastrophic failures will occur. A redundant control system provides automatic 

monitoring of primary and secondary CPU’s. Redundancy is common approach to improve the reliability and availability 

of a system. This paper describes the use of Hot standby redundancy approach to observe the switch over between 

different CPU’s by open source RTOS (Xenomai). 

  

Index Terms – Fault tolerant control system, Xenomai(RTOS),  Hot standby redundancy,  Reliability, Availability. 

________________________________________________________________________________________________________  

I. INTRODUCTION 

Redundant control systems provide automatic monitoring of primary and hot standby CPUs. Failures are detected and 

switchover from master to slave CPU is done. Redundancy is a common approach to improve the reliability and availability of a 

system. Adding redundancy increases the cost and complexity of a system design and with the high reliability of modern 

electrical and mechanical components, many applications do not need redundancy in order to be successful. 

In this project a Stand-by Redundancy model is used. In Stand-by Redundancy there are three different types of models, they 

are  

1. Cold Stand-by model 

2. Warm Stand-by model 

3. Hot Stand-by model 

 

Cold Stand-by model 

        In cold standby, the secondary unit is powered off, thus preserving the reliability of the unit. The drawback of this design is 

that the downtime is greater than in hot standby, because you have to power up the standby unit and bring it online into a known 

state. This makes it more challenging to reconcile synchronization issues, but do to the length of the time it takes to bring the 

standby unit on line, there will be a big bump on switchover. 

 

Warm Stand-by model 

In warm standby, the secondary unit is in powered mode, there will be less downtime compared to the cold stand by model. 

But the disadvantage in this model is there will be a bounce that occurs in case of a periodic synchronization of the CPU. 

 

Hot Stand-by model 

In hot standby, the secondary unit is powered up and can optionally monitor the DUC. This design does not preserve the 

reliability of the standby unit as well as the cold standby design. However, it shortens the downtime, which in turn increases the 

availability of the system. 

II. HARDWARE AND SOFTWARE 

The hardware that is used for this design will be 

o Tracking cable as synchronization link. 

o Switching Ethernet cables for data transfer 

o PC‟s with Ubuntu operating system. 

 

     Software used for development of control system design: 

• Base OS: Ubuntu 12.04, 3.2.21-generic kernel 

• RTOS: Xenomai-2.6.2.1 

• IDE: Geany 

• Language: C 

• Compiler: gcc 

• Scripting Language: Shell script 
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Fig 1: Block diagram  

A.  INSTALLATION PROCEDURE FOR XENOMAI 

The algorithm for installation procedure is shown below and for any details check links available in references: 

 

 
Fig 2:Installation steps      

                There are a series of commands to be followed in order to correctly install this RTOS, while installation a GUI will 

appear when command make menuconfig is given 
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If there is no Real-time subsystem listing, then the patches were not applied properly. Go into this and make sure that 

Xenomai is enabled, but it‟s not necessary to play with any of the numbers 

Under Processor type and features, set your Processor family and disable “-fstack-protector buffer overflow detection”. 

 Under Power Management need to change a few things, completely remove sleep and hibernate support just as a 

precaution and individually disable ACPI management of the Processor. Also disable CPU Frequency Scaling as we need the 

clock to be constant for real-time operation. 
 

B. MODULES DESIGNED 

 There are three modules that plays a vital role in the design of control system: 

 RM module 

 Heartbeat module 

 Data synchronization module 

 

RM (redundancy manager) module decides the initial mode of the controller whether it is in standalone or primary and 

standby modes. It also monitors the switchover of primary to standby and vice versa by receiving health count from heart beat 

module. The algorithm for this module is as follows 

                                            

 
Based on the algorithm, the coding of the RM in c language is done. The communication between the two CPU‟s is done by the 

function call socket ( ). This module is active in all modes. 

 

 Heart beat (HB) module checks the health of both CPU‟s and sends command to the RM for switchover of the modes of 

CPU‟s.HB module exchanges the health information With the peer CPU and detects the changeover condition. It commands the 

RM to take action for the changeover between the two CPU‟s. This module is active in both primary and standby modes. The 

algorithm for the coding of this module is as follows: 

                                                   



© 2015 IJEDR | Volume 3, Issue 2 | ISSN: 2321-9939 

IJEDR1502034 International Journal of Engineering Development and Research (www.ijedr.org) 188 

 

Data synchronization (DS) module synchronizes data between both the CPU‟s at the beginning of every cycle. The main part in 

this module is to prepare the synchronization table; it is done by „nm‟ of shell scripting language. This modules algorithm is as 

follows: 

 
III. WORKING OF CONTROL SYSTEM 

 In order to make all the modules work, a make file has to created. After compiling the codes using make command in 

the menu bar of Geany IDE in the system if the compilation is finished successfully then open the terminal in the system and go 

to source location and type command Sudo ./system. After that system asks for its password and  entering the password runs the 

system. 

 The state transitions of the CPU‟s will be as shown in fig 3. 

                                             

                                         
Fig 3:state transitions of CPU‟s 

 

CHANGEOVER TEST RESULTS: 
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IV. RESULTS 

After the system CPU‟s are powered on and the application is RUN then on the display terminals of both CPU‟s will 

show its status and the main cycle time which is as follows when CPU 1 is powered ON first and CPU 2 is powered ON next. 

  

 
Fig 4:- CPU 1 Display 

 
Fig 5:- CPU 2 Display 

V. CONCLUSION  

This control system can be very useful in time dependent application where fault tolerance should be negligible and 

failure results in catastrophic situation in any industry.  
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