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Abstract -Numerous consumer reviews of products are now available on the Internet. Consumer reviews contain rich and 

valuable knowledge for both firms and users. In this paper we propose a product aspect ranking framework, which 

automatically identifies the important aspects of products from online consumer reviews, aiming at improving the 

usability of the numerous reviews. The important product aspects are identified based on two observations: 1) the 

important aspects are usually commented on by a large number of consumers and 2) consumer opinions on the important 

aspects greatly influence their overall opinions on the product. In particular, given the consumer reviews of a product, in 

this paper we determine consumer opinions on these aspects via a sentiment classifier. We then develop a probabilistic 

aspect ranking algorithm to infer the importance of aspects by simultaneously considering aspect frequency and the 

influence of consumer opinions given to each aspect over their overall opinions, it then identifies the false presence of the 

aspects in the categories and also identifies the undefined aspects, setting the priorities of the aspects in order to find the 

effectiveness of the product. 

 

Index Terms - Product aspect identification, sentiment classification, consumer review, false detection, 

undefined state. 
________________________________________________________________________________________________________  

I. INTRODUCTION 

Data mining plays an important role in data analysis and information extraction. It provides an intense and prior methodologies 

and techniques to deal with the raw data and generate knowledge from it. Several supervised and non-supervised methods are 

available to deal with data and to perform sentiment analysis and draw conclusions from the data for making business decisions. 

    In summary, the main contributions of this paper include: 

 We propose a product aspect ranking framework to automatically identify the important aspects of products from 

numerous consumer reviews. 

 Developing a probabilistic aspect ranking algorithm to infer the importance of various aspects by simultaneously 

exploiting aspect frequency and the influence of consumers’ opinions given to each aspect over their overall opinions on 

the product. 

 We then produce the false detection graph which shows the aspects which are having two faced roles and then generating 

the undefined state for the aspects which are having equal scores in the pros and cons. 

 It also enables the user to set the preferred priority for the aspects of the product in order to find the score for the product 

 We demonstrate the potential of aspect ranking in real-world applications. Significant performance improvements are obtained 

on the applications of document-level sentiment classification and extractive review summarization by making use of aspect 

ranking. Moreover, the proposed framework and its components are domain-independent and generally applicable in other 

domains, such as hotel, hawker centre, and clothes etc. The rest of this paper is organized as follows. Section 1 elaborates the 

proposed product aspect ranking module description. Section 2 Sentiment Classification on Product Aspects. Section 3 

Probabilistic aspect ranking algorithm. Section 4 gives the expected results. Section 5 reviews and related work and Section 6 

conclude this paper. 

II. MODULE DESCRIPTION  

Product Aspect Identification for the Pros and Cons reviews, identify the aspects by extracting the frequent noun terms in the 

reviews. Representing each aspect in the Pros and Cons reviews into a unigram feature, and utilize all the aspects to learn a one-

class Support Vector Machine (SVM) classifier. Performing synonym clustering to obtain unique aspects. Sentiment Classification 

on Product Aspects. The supervised learning methods train a sentiment classifier based on training corpus. The classifier is then 

used to predict the sentiment on each aspect. 

III. SENTIMENT CLASSIFICATION ON PRODUCT ASPECTS  

   The task of analysing the sentiments expressed on aspects is called aspect-level sentiment classification in literature. Exiting 

techniques include the supervised learning approaches and the lexicon-based approaches, which are typically unsupervised. The 

lexicon-based methods utilize a sentiment lexicon consisting of a list of sentiment words, phrases and idioms, to determine the 
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sentiment orientation on each aspect. While these methods are easily to implement, their performance relies heavily on the quality 

of the sentiment lexicon. On the other hand, the super-vised learning methods train a sentiment classifier based on training corpus. 

The classifier is then used to predict the sentiment on each aspect. Many learning-based classification models are applicable, for 

example, Support Vector Machine (SVM), Naive Bayes, and Maximum Entropy model etc. Supervised learning is dependent on 

the training data and cannot perform well without sufficient training samples. However, labelling training data is labour-intensive 

and time-consuming. In this work, the Pros and Cons reviews have explicitly categorized positive and negative opinions on the 

aspects. These reviews are valuable training samples for learning a sentiment classifier. We thus exploit Pros and Cons reviews to 

train a sentiment classifier, which  in turn used to determine consumer opinions (positive or negative) on the aspects in free text 

reviews. Specifically, we first collect the sentiment terms in Pros and Cons reviews based on the sentiment lexicon provided by 

MPQA project. These terms are used as features, and each review is represented as a feature vector. A sentiment classifier is then 

learned from the Pros 

IV. PROBABILISTIC ASPECT RANKING ALGORITHM: 

In this section, we propose a probabilistic aspect ranking algorithm to identify the important aspects of a product from consumer 

reviews. Generally, important aspects have the following characteristics: (a) they are frequently commented in consumer reviews; 

and (b) consumers’ opinions on these aspects greatly influence their overall opinions on the product. The overall opinion in a 

review is an aggregation of the opinions given to specific aspects in the review, and various aspects have different contributions in 

the aggregation. That is, the opinions on (un)important aspects have strong (weak) impacts on the generation of overall opinion. To 

model such aggregation, we formulate that the overall rating Or in each review r is generated based on the weighted sum of the 

opinions on specific aspects, as m k=1ωrkork or in matrix form as ωrTor. Ork is the opinion on aspect ak and the importance weight 

ωrk reflects the emphasis placed on ak. Larger ωrk indicates ak is more important, and vice versa. ωr denotes a vector of the 

weights, and or is the opinion vector with each dimension indicating the opinion on a particular aspect. Specifically, the observed 

overall ratings are assumed to be generated from a Gaussian distribution, with mean ωr T or and variance σ2 

As: 

P(Or) = 1/√2πσ2exp{− (Or− ωrTor)2/ 2σ2} 

Algorithm: 

Input: user reviews in a corpus, where each review is associated with rating and the vector of opinions on specific aspects. 

Outcome: important scores calculated for the aspects 

Architecture diagram: 

Figure gives the overall flow of the system 

With the collection of the data and identifying the aspects from them and then building the ranking framework based on 

probabilistic algorithm and the sentiment classification 

 
Fig.1 Architecture diagram of the overall proposed framework 

V. EXPERIMENTAL RESULTS 

The following tabulated values are the scores identified for the aspects of the maruti Suzuki car. Here the aspects are identified 

from the various sites based on the user feedbacks and they are biased into pros and cons 

 

Table 1 Scores for the aspects of the product maruti 

Aspect Pros Aspect Cons 

Comfort 2 Capacity 2 

Dimensions 1 Engine 1 

Doors 2 Seats 2 

Effects 2 Dimensions 1 
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Engine 1 Storage 1 

Exterior 2 Wheels 1 

Safety 2 Entertainment 2 

Storage 1   

Lightning 2   

Wheels 1   

False Detection graph: 

The identified aspects are having scores in both pros and cons. The false detection values give the scores of the aspects which 

are a major contribution to either one category. 

 

Table 2 False detection values of the aspects 

Aspect Cons Aspect Pros 

Comfort 2 Capacity 2 

Doors 2 Entertainment 2 

Effects 2 Seats 2 

safety 2   

Whereas the aspects engine, storage, wheels are grouped as undefined state, since they were having equal value in pros and 

cons. 

VI. RELATED WORKS  

   In this section, we review existing works related to the proposed product aspect ranking framework, and the two evaluated real-

world applications. We start with the works on aspect identification. Existing techniques for aspect identification include 

supervised and unsupervised methods. Supervised method learns an extraction model from a col-lection of labelled reviews. The 

extraction model, or called extractor, is used to identify aspects in new reviews. Most existing supervised methods are based on 

the sequential learning (or sequential labelling) technique. For example, Wong and Lam learned aspect extractors using Hidden 

Marköv Models and Conditional Random Fields, respectively. Jin and Ho learned a lexicalized HMM model to extract aspects 

and opinion expressions, while Li et al. integrated two CRF variations, i.e., Skip-CRF and Tree-CRF. All these methods require 

sufficient labelled samples for training. However, it is time-consuming and labor-intensive to label samples. On the other hand, 

unsupervised methods have emerged recently. The most notable unsupervised approach was proposed by Hu and Liu. They 

assumed that product aspects are nouns and noun phrases. The approach first extracts nouns and noun phrases as candidate 

aspects. The occurrence frequencies of the nouns and noun phrases are counted, and only the frequent ones are kept as aspects. 

Subsequently, Popescu and Etzioni developed the OPINE system, which extracts aspects based on the KnowItAll Web 

information extraction system .Mei et al. utilized a probabilistic topic model to capture the mixture of aspects and sentiments 

simultaneously. Su et al designed a mutual reinforcement strategy to simultaneously cluster product aspects and opinion words by 

iteratively fusing both content and sentiment link information. Recently, Wu et al. utilized a phrase dependency parser to extract 

noun phrases from reviews as aspect candidates. They then employed a language model to filter out those unlikely aspects. After 

identifying aspects in reviews, the next task is aspect sentiment classification, which determines the orientation of sentiment 

expressed on each aspect. Two major approaches for aspect sentiment classification include lexicon-based and supervised 

learning approaches. The lexicon-based methods are typically unsupervised. They rely on a sentiment lexicon containing a list of 

positive and negative sentiment words. To generate a high-quality lexicon, the bootstrapping strategy is usually employed. For 

example, Hu and Liu started with a set of adjective seed words for each opinion class (i.e., positive or negative). They utilized 

synonym/antonym relations defined in WordNet to bootstrap the seed word set, and finally obtained a sentiment lexicon. Ding et 

al. presented a holistic lexicon-based method to improve Hu’s method by addressing two issues: the opinions of sentiment words 

would be content-sensitive and conflict in the review. They derived a lexicon by exploiting some constraints. On the other hand, 

the supervised learning methods classify the opinions on aspects by a sentiment classifier learned from training corpus. Many 

learning based models are applicable, such as Support Vector Machine (SVM), Naive Bayes and Maximum Entropy (ME) model 

etc. More comprehensive literature review of aspect identification and sentiment classification can be found in. As 

aforementioned, a product may have hundreds of aspects and it is necessary to identify the important ones. To our best 

knowledge, there is no previous work studying the topic of product aspect ranking. Wang et al. developed a latent aspect rating 

analysis model, which aims to infer reviewer’s latent opinions on each aspect and the relative emphasis on different aspects. This 

work concentrates on aspect-level opinion estimation and reviewer rating behavior analysis, rather than on aspect ranking. Snyder 

and Barzilay formulated a multiple aspect ranking problem. However, the ranking is actually to predict the ratings on individual 

aspects.  

 

VII. FUTURE ENHANCEMENTS 

In this paper we have proposed the framework for identifying and analysing the product aspects, it can be applied in various 

applications; it can be enhanced well with the use of the NoSQL databases and deploying into distributed computing environment. 

VIII. CONCLUSION 

   In this article, we have proposed a product aspect ranking framework to identify the important aspects of products from 

numerous consumer reviews. The framework contains three main components, i.e., product aspect identification, aspect sentiment 
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classification, and aspect ranking. First, we exploited the Pros and Cons reviews to improve aspect identification and sentiment 

classification on free-text reviews. We then developed a probabilistic aspect ranking algorithm to infer the importance of various 

aspects of a product from numerous reviews. The algorithm simultaneously explores aspect frequency and the influence of 

consumer opinions given to each aspect over the overall opinions. The product aspects are finally ranked according to their 

importance scores. We have conducted extensive experiments to systematically evaluate the proposed framework. 
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