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________________________________________________________________________________________________________ 
 

Abstract: A CPU is consist of various types of memory. Microprocessor is the first and the leading component of the CPU. 

With the increasing speed of modern microprocessors, the operating speed of different memories becomes more critical to 

the system performance. The increasing speed gap between the processors and memories can be matched or adjusted with 

the help of cache memory. Cache memory are on-chip memory element used to store data. Cache memory is used to 

increase data transfer rate. The performance of a cache is calculated by its ability of differentiate and maintaining the 

data that the program will need in near future and unwanted data will be discarded. This can be understood through 

replacement policy of the cache controller. A cache controller is used for tracking generated miss rate in cache memory. 

While using direct mapping technique in cache, there is a fixed cache location for any given block. But due to that two 

different blocks can map into the same line and the hit ratio will be low. With fully associative mapping, there is flexibility 

to replace block when a new block read into cache. This review paper proposed the technique this technique is very useful 

to reduce the miss rate in cache memory. In the proposed technique the direct mapped cache is added with a small 

associative cache known as victim cache. A line removed from the direct mapped is temporarily store in the victim cache.  
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I. INTRODUCTION 
 

In CPU, cache used by the central processing unit (CPU) of a computer to reduce the average time to access data from the main 

memory. A cache is a smaller, faster memory, closer to a processor core, which stores copies of the data from frequently used 

main memory locations. Most CPUs have different independent caches, including instruction and data caches, where the data 

cache is usually organized as a hierarchy of more cache levels (L1, L2, etc.). When the processor needs to read from or write to a 

location in main memory, it first checks whether a copy of that data is in the cache. If so, the processor immediately reads from or 

writes to the cache, which is much faster than reading from or writing to main memory. 

Cache memory is used to increase data transfer rate. Generally it is difficult to found data requested by microprocessor in cache 

memory, as the size of cache memory is very small as compared to RAM and main memory. When any data requested by 

microprocessor will not found in cache memory this causes cache miss in cache memory. We know that cache memory is on chip 

memory, if data requested by microprocessor is found in cache memory then it will increase the data transfer rate as data is 

present nearer to processor. If data requested by microprocessor is not found in cache memory, then data will receive by 

microprocessor from RAM or main memory. It takes more time for this process and it directly affects the data transfer rate. This 

means that speed or data transfer rate increase by reducing the cache miss in cache memory. To track the cache miss in cache 

memory we will design cache controller, which will help us to increase data transfer rate between main memory and processor. 

In design of a cache, parameters that enable design of various cache architectures include the overall cache size, block size and 

efficiency, along with the replacement policy employed by the cache controller. The proposed architecture takes advantage of a 

number of extra victim lines that can be associated with cache sets that experience more conflict misses, for a given program. 

To reduce the miss delay in caches, the concept of victim cache is proposed. To implement the proposed cache architecture, three 

modules are considered; a cache controller, and two storage modules for the data store and the TAG store. This is illustrated in 

Fig. below. The cache controller handles the memory access requests from the processor, and issues control signals to control 

flow of data within the cache [1]. 

In fig. below, the data memory is 4KB (1024×32b). With 32B for each cache line, the cache has 128 data lines (sets). For each 

line, a tag label is stored in the TAG+ memory, forming a TAG+ memory of 128 entries. As mentioned earlier, a total number 

of14 victim lines are considered in this design. That is, 14 victim lines of 32B and 14 victim tag entries. A physical memory of 

1KB (256×36b) is used for storing TAG+, V-TAG, and victim lines, as illustrated in the bottom left block in Fig.1. [1]. 
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Fig 1: System Block Diagram [1] 

 

II. LITERATURE REVIEW 

 

This paper propose the ever increasing density and performance of FPGAs, has increased the importance and popularity of soft 

processors. The growing gap between the speed of processors and memories can partly be compensated through memory 

hierarchy. Since memory accesses follow a non-uniform distribution, and vary from one application to another, variable set-

associative cache architectures have emerged. In this paper, a novel cache architecture, primarily aimed at soft processors, is 

proposed to address the variable access demands of applications, through dynamically configurable line-associativity, with no 

memory overhead. This proposed paper apply their system for increase the speed of the system [1]. 

This  paper proposed the that, Recent trends of CMOS scaling and use of large last level caches (LLCs) have led to significant 

increase in the leakage energy consumption of LLCs and hence, managing their energy consumption has become extremely 

important in modern processor design. The conventional cache energy saving techniques require offline profiling or provide only 

coarse granularity of cache allocation. They present FlexiWay, a cache energy saving technique which uses dynamic cache 

reconfiguration. FlexiWay logically divides the cache sets into multiple modules and dynamically turns off suitable and possibly 

different number of cache ways in each module. FlexiWay has very small implementation overhead and it provides fine-grain 

cache allocation even with caches of typical associativity, e.g. an 8-waycache, this paper proposed the technique for divides the 

cache sets into multiple [2].   

This paper proposed the Customizing caches has until recently been restricted to core-based flows, in which a new chip will be 

fabricated. However, several configurable cache architectures have been proposed recently for use in pre-fabricated 

microprocessor platforms. Tuning those caches to a program is still however a cumbersome task left for designers, assisted in part 

by recent computer-aided design (CAD) tuning aids. They propose to move that CAD on-chip, which can greatly increase the 

acceptance of configurable caches. They introduce on-chip hardware implementing an efficient cache tuning heuristic that can 

automatically, transparently, and dynamically tune the cache to an executing program. They carefully designed the heuristic to 

avoid any cache flushing, since flushing is power and performance costly [3]. 

This paper proposed the Direct-mapped caches are a popular design choice for high performance processors unfortunately, direct-

mapped caches suffer systematic interference misses when more than one address maps into the same cache set. This paper 

describes the design of column-associative caches. Which minimize the conflicts that arise in direct-mapped accesses by allowing 

conflicting addresses to dynamically choose alternate hashing functions, so that most of the conflicting data can reside in the 

cache. At the same time, however, the critical hit access path is unchanged. The key to implementing this scheme efficiently is the 

addition of a rehash bit to each cache set which indicates whether that set stores data that is referenced by an alternate hashing 

function. When multiple addresses map into the same location, these rehashed location are preferentially replaced. Using trace-

driven simulations and an analytical model, we demonstrate that a column-associative cache removes virtually all interference 

misses for large caches, without altering the critical hit access time [4]. 

 

 

This appendix looks at two cache strategies mentioned in paper victim cache and selective victim cache. The victim cache 

approach, proposed by Jouppi [JOUP90], is a strategy designed to combine the fast hit time of direct mapping yet still avoid 

thrashing. To achieve this objective, the direct-mapped cache is supplemented with a small associative cache known as the victim 

cache. A line removed from the direct-mapped is temporarily stored in the victim cache, which maintains a small number of lines 

using a FIFO (first-in-firstout) replacement strategy. Jouppi found that a 4-line victim cache removed 20% to 95% of misses in the 

direct-mapped cache. An improvement to the victim cache scheme known as selective victim cache. In this scheme, incoming 

blocks into the first-level cache are placed selectively in the main cache or the victim cache by the use of a prediction scheme 

based on their past history of use. In addition, interchanges of blocks between the main cache and the victim cache are also 
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performed selectively [5].  

This paper proposed that, Victim caching was proposed by Jouppi as an approach to improve the miss rate of direct-mapped 

caches. This approach augments the direct-mapped main cache with a srnall fully-associate cache, called victim cache that stores 

cache blocks evicted from the main cache as a result of replacements. Author propose and evaluate an improvement of this 

scheme, called selective victim caching. In this scheme, incoming blocks into the first-level cache are placed selectively in the 

main cache or the victim cache by the use of a prediction scheme based on their past history of use. In addition, interchanges of 

blocks between the main cache and the victim cache are also performed selectively. Author show that the scheme results in 

significant improvements in miss rate as well as the number of interchanges between the two caches, for both small and large 

caches (4 Kbytes ~ 128 Kbytes). [6]. 

 

III. CACHE MEMORY 

     

Now a days computers are designed to operate with different types of memory organized in a memory hierarchy. In such memory 

hierarchies, as the distance of the memories increases from the processor, as the distance from the processor increases, so that the 

access time for each memory increases. Closest to the CPU is the Cache Memory. Cache memory is fast but quite small; it is used 

to store small amounts of data that have been accessed recently and are likely to be accessed again soon in the future. Data is 

stored here in blocks, each containing a number of words. To keep track of which blocks are currently stored in Cache, and how 

they relate to the rest of the memory, the Cache Controller stores identifiers for the blocks currently stored in Cache. These 

include the index, tag, valid and dirty bits, associated with a whole block of data. To access an individual word inside a block of 

data, a block offset is used as an address into the block itself. Using these identifiers, the Cache Controller can respond to read and 

write requests issued by the CPU, by reading and writing data to specific blocks, or by fetching or writing out whole blocks to the 

larger, slower Main Memory. Figure 2 shows a block diagram for a simple memory hierarchy consisting of CPU, Cache 

(including the Cache controller and the small, fast memory used for data storage), Main Memory Controller and Main Memory 

proper. 

 

 
 

Fig. 2: Memory Hierarchy Block Diagram [8] 

 

When the processor request data, the cache checks to see if that address is present in cache memory or not, if address present in 

cache then cache hit occurs else it will cache miss. If the cache contains the memory location, then the cache hit occurs. If the 

cache does not contain the memory location, then the cache miss occurs. 

 

Cache Organization 

 

 
Fig. 3: Cache Page [8] 
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In cache organization the main memory is divided into pages which are known as cache pages, where the size of cache pages is 

equal to the size of cache memory. Further cache pages are divided into cache lines. 

 

Fully-Associative 

 

This scheme allows any line in main memory to be stored at any location in cache. Fully associative cache does not use cache 

pages it use only cache lines. Main memory and cache memory are both divided into lines of equal size. Any cache line may store 

any memory line, hence the name fully associative. 

 
Fig. 4: Fully Associative cache [8] 

 

Direct Map 

 
Fig. 5: Direct Mapped Cache [8] 

In this scheme main memory is divided into cache page. Direct map cache may only store a specific line of memory within the 

same line of cache. This scheme directly maps a memory line, hence the name direct mapped cache.  

 

IV. VICTIM CACHE 

 

Cache memory is extremely fast memory that is built into a computer’s central processing unit (CPU), or located next to it on a 

separate chip. The CPU uses cache memory to store instructions that are repeatedly required to run programs, improving overall 

system speed.  

The CPU can process data much faster by avoiding the bottleneck created by the system bus. Cache built into the CPU itself is 

referred to as cache. Cache that is built into the CPU is faster than separate cache, running at the speed of the microprocessor 

itself. However, separate cache is still roughly twice as fast as Random Access Memory (RAM). Cache is more expensive than 

RAM, but it is well worth getting a CPU and motherboard with built-in cache in order to maximize system performance. So, 

cache plays very important role in processing of CPU to be fast and for this the optimization of cache is also very necessary.  
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Fig 6: Memory hierarchy for the victim caching scheme.[5] 

 

Figure 6 is a simple block diagram illustrating the location of the victim cache in the overall memory hierarchy. The victim cache 

can be considered to be part of the L1 cache system. The next lower level of the memory hierarchy can be an L2 cache or the 

main memory 

The first-level (Ll) cache consists of a direct-mapped main cache and a small fully-associative victim cache. A line buffer is 

included so that sequential accesses to words in the same cache block (line) do not result in more than one access to the cache, 

thus preventing repeated updates of state bits in cache. Upon the first access to a cache line, the entire line is brought into the line 

buffer in parallel with the execution in the CPU; subsequent accesses to words in the same line are satisfied from the line buffer 

and cause no update of state bits in cache. Lines are replaced in the victim cache according to the LRU (least recently used) 

algorithm. The next lower level of the memory hierarchy can be main memory. On every memory access, the line buffer, main 

cache, and the victim cache are searched in parallel. If the line is found in the line buffer, the instruction is fetched from there and 

no other action is necessary. Otherwise, three different cases must be considered:[5] 

1. Hit in main cache: If the word is found in the direct-mapped cache, it is delivered to the CPU and the entire line containing the 

accessed word is brought into the line buffer.  

2. Miss in main cache, hit in victim cache: In this case, the word is fetched from the victim cache into the line buffer and 

forwarded to the CPU.  

3. Miss in both main and victim caches: If the word is not found both in the main cache and the victim cache, it must be fetched 

from the next level of the hierarchy.  

 

Cache Hits: When the cache contains the information requested, the transaction is said to be a cache hit. 

Cache Miss: When the cache does not contain the information requested, the transaction is said to be a cache miss. 

 

 
Fig. 7: Victim Cache Operation [5] 

 

Figure 7 suggests the operation of the victim cache. The data is arranged in such a way that the same line is never present in both 

file:///E:/Planet%20Publication/IJEDR/Volume%203/Vol%203%20Issue%202/Published_Paper_V3_I2/www.ijedr.org


© 2017 IJEDR | Volume 5, Issue 3 | ISSN: 2321-9939 

 

IJEDR1703068 International Journal of Engineering Development and Research (www.ijedr.org) 462 

 

the L1 cache and the victim cache at the same time. There are two cases to consider for managing the movement of data between 

the two caches: 

Case 1: Processor reference to memory misses in both the L1 cache and the victim cache. 

a. The required block is fetched from main memory (or the L2 cache if present) and placed into the L1 cache. 

b. The replaced block in the main cache is moved to the victim cache. There is no replacement algorithm. With a direct-mapped 

cache, the line to be replaced is uniquely determined. 

c. The victim cache can be viewed as a FIFO queue or, equivalently, a circular buffer. The item that has been in the victim cache 

the longest is removed to make room for the incoming line. The replaced line is written back the main memory if it is dirty (has 

been updated). 

Case 2: Processor reference to memory misses the direct-mapped cache but hits the victim cache. 

a. The block in the victim cache is promoted to the direct-mapped cache. 

b. The replaced block in the main cache is swapped to the victim cache [5]. 

 

V. CACHE CONTROLLER 

 

Cache controller work on predictability by taking the advantage of cache memory output. To design the cache controller various 

replacement policies can be used like FIFO, LRU, etc. Cache controller is used to track the cache miss induced in cache memory. 

When any address requested by microprocessor is not found in cache memory then cache miss will occur. Once the cache miss 

detect with the help of cache memory then cache controller will tracks the induced cache miss. If cache hit occurs then it will keep 

the older address same until the cache miss will occurs. 

 
Fig. 8: Cache Controller Flow Chart 

 

VI. IMPLEMENTATION 

 

To implement the proposed cache architecture, three modules are considered; a cache controller, and two storage modules for the 

data store and the TAG store. This is illustrated in Fig. 4. The cache controller handles the memory access requests from the 

processor, and issues control signals to control flow of data within the cache. The data memory is 4KB (1024×32b). With 32B for 

each cache line, the cache has 128 data lines. For each line, a tag label is stored in the TAG memory, forming a TAG memory of 

128 entries. As mentioned earlier, a total number of 14 victim lines are considered in this design. That is, 14 victim lines of 32B 

and 14 victim tag entries. A physical memory of 1KB (256×36b) is used for storing TAG, V-TAG, and victim lines.[1] 
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Fig: 9 Implementation of the proposed cache[1] 

 

VII. STRUCTURE OF MEMORY 

 

 
Fig 10: Cache Structure [1] 

 

 The structure of the proposed cache architecture is shown in Fig., which contains both the L1 cache and the victim cache 

associated with it. The data memory includes the data memory of the L1 cache (cache DATA) and that of the victim cache (V-

DATA), accessed when the HIT or the VHIT (victim HIT) signals are asserted, respectively. The TAG storage in this architecture 

consist of two parts; the TAG memory and the V-TAG memory. Each word of the TAG memory is dedicated to one set in the L1 

cache. The V-TAG (victim TAG) memory is the TAG storage part of the victim cache that stores the tag label of each victim data, 

and has a VALID bit to check the validity of the data currently stored in the corresponding data store line of the victim cache. [1] 

 
Fig 11: Cache mapping structure [1] 
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VIII. SYSTEM ARCHITECTURE  

 

The victim cache contains fourteen cache lines worth of information, is fully-associative, and uses a FIFO (first in, first out) 

replacement policy.  The reason for using FIFO instead of random as the first level cache is that random replacement is more 

effective for larger cache sizes.  The small size of the victim cache makes it probable that certain cache blocks will be replaced 

more often.  Because the victim cache outputs to the DRAM on a cache miss, replacing blocks on a more frequent basis will result 

in a higher Average memory aces time.  A FIFO replacement policy ensures each block has the same chance to be replaced. 

For example let’s consider cache system of two levels. Let level one cache be victim cache. Let the direct mapped cache module 

be sixteen sets. The fully associative cache module is four blocks. Let the line size be one byte. Let the address trace 4, 20, 4, 20, 

36, 52. These addresses map to set four in the direct mapped cache of victim cache. The following happens in victim cache 

algorithm. 

1. Address 4 is put in set 4 of direct mapped cache. 

2. Address 20 is put in set 4 of direct mapped cache pushing address 4 to fully associative cache. 

3. Address 4 is hit in fully associative cache swapped with address 20 of direct mapped cache. 

4. Address 20 is hit in fully associative cache swapped with address 4 of direct mapped cache. 

5. Address 36 replaces address 20 in direct mapped cache pushing address 20 to fully associative cache 

6. Address 52 is replaces in direct mapped cache pushing address 36 to fully associative cache. 

During above cache mapping, all four blocks of fully associative cache are searched for addresses 20, 4, 20, 36, 52 giving 

eighteen fully associative cache address match. There are two hits in the above trace. 

 

IX. RTL VIEW OF PROPOSED SYSTEM 

 
Fig 12: Final RTL view 

 

Muxes are used to select which cache block to output and where to output (first level cache or memory). To avoid losing the 

cache data while swapping the two cache lines, additional cache registers are added to hold the output from the first level cache 

and victim cache. Register bank is used to store the data temporary while swapping the cache lines with victim lines. In addition 

to sending data back to the first level cache, the victim cache must also send the dirty bit.  The first level cache needs to know 

whether the data being sent up is dirty or not, so the correct replacement behavior is used on subsequent memory accesses. To 

handle the interrupt signal and pause signal control section is used. And to handle all read write operation and other control 

signals the memory control unite is used. Pc-next is used to track the next address which is to be fetched by controller it track the 

address range for controller.  

 

X. SIMULATION RESULTS 

 

Figure 13 shows the simulation results of proposed design. Code for the design is written in a VHDL. Xilinx platform is used for 

simulation. To achieve the synthesis of the design, Xilinx platform is used. as shown in simulation results it is found that if 

address requested by microprocessor is matched with the address stored in cache tag memory then the cache hit will occurs, if not 

then cache miss will occurs. The line miss_write indicates the misses while simulation, as requested data is not found in memory 

the miss_write pin becomes high. And requested data is going to be write in cache memory. And if requested data found in 

memory then miss_write pin becomes low and data present at requested address is given to the processor. Program counter 

indicates the address range which is to be fetched by controller according to processor request. 
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Fig 13: Cache Controller simulation 

 

XI. CONCLUSION 

 

The system is designed to reduce the miss rate. To design the proposed system, first of all the cache memory is to be designed. 

Cache is the small memory whose function is to provide the required data to the CPU.After designing the cache memory, 

controller for cache memory is to be designed so as to control the data transfer made by memory.The improvement to the present 

architecture is done by adding the concept of victim cache into the present cache memory i.e. victim cache memory is not a 

separate memory but it is the part of cache memory. Victim cache is again a small memory which is even smaller than cache 

memory. A victim cache is a fully associative cache that holds data recently used from the main cache. The use of victim cache 

increases the performance of cache memory by reducing miss’s occurred during operation. Such an approach would be of great 

utility to many modern embedded applications.  
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