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________________________________________________________________________________________________________ 

 

Abstract - In modern days the increasing social networking mediums with digital images are uploaded day by day. Image Retrieval 

using image content is the interesting field in digital image processing improves pictorial information for human interpretation and 

processing of image data for storage, transmission, and representation for machine perception. Content-Based Image Retrieval (CBIR) 

and querying access the visual information like color, texture and shape. In order to access the very large image collection the new 

techniques are very crucial. Content based image retrieval implements retrieval based on the similarity described using extracted 

features. In this paper, dynamic content-based image search and retrieval is conferred as Hybrid dynamic extraction algorithm. The 

proposed algorithm associates the advantages of distinct algorithms to improve the performance and accuracy of retrieval. Feature 

Vector Normalization set to make different feature vectors are united to provide a prosperous feature set for retrieving image. 

 

Index Terms - CBIR, Color, Feature describers, Texture, Shape, Relevance Feedback. 
________________________________________________________________________________________________________ 

I. INTRODUCTION  

Comparing to the traditional systems represent image contents only by keyword annotations, the CBIR systems perform 

retrieval based on the similarity defined in terms of visual features with more objectiveness[1,3].  Although some new methods, 

such as the relevant feedback, have been developed to improve the performance of CBIR systems, low-level features do an 

important role and in some sense for the development and application of CBIR techniques. CBIR is also known as Query by Image 

Content (QBIC) aims at extracting and indexing images using the visual content such as shape, color, textures and other 

information used for retrieval[4].  

 Textural features are effective to mathematical symbolization for representing the repeating patterns on the surface of the 

image. Remarkable analysis methods include directionality, coarseness, line-likeliness, regularity, as well as roughness of texture. 

Gabor features are mostly used in texture analysis task. Edges are also one of the major features used in the fields of image 

retrieval. It denotes sudden change of intensities in an image. Edge detection is a process for detecting the boundaries of objects 

present in an image. There are several methods to implement edge detection. Gradient and Laplacian [11]. Gradient method is done 

by finding the minimum and maximum values belonging to the first derivative of the image. Zero crossings in the second derivative 

are used for Laplacian edge detection [5]. Canny, Prewitt, Roberts, Sobel are types of filters used for edge detection. Performance 

of the application is conditional to the selected edge detection algorithm. Efficient edge detection techniques are required by 

applications such as data compression, object recognition and tracking, image segmentation and pattern recognition [2].  

In this work edge detection include quick edge detection with the help of structured forests. The edge mask so formulated helps 

in detecting the edges in the image by the method of mask processing. Selection of Image Features and its extraction is the key of 

successful development of CBIR system [6]. Entire image is taken in to consideration for Global features while small image portion 

or small group of pixels of image is taken into consideration for local features.  

II. RELATED WORK 

Texture classification and texture based image segmentation are the challenging tasks. The texture feature provides vital 

information for the classification of image because it is useful in describing the contents of numerous real world images such as 

fruit, skin, bricks, trees, clouds in the sky and fabrics [8]. Texture helps in describing the high level semantics for image retrieval.       

The main problem in texture retrieval is the scale selection; most of the literature work has neglected the importance of scale 

selection for the computation of texture. Statistical methods are used for the analysis of image grey level spatial distribution. 

In several systems, the image texture feature is extracted on basis of the pixels texture property or small blocks present in a 

small region. The probability of the co-occurrence of gray values in distinct orientations and at different distances is calculated the 

mean values of the texture of all the 4*4 blocks and used it as a region feature. Such features suffer from problems because they 

cannot define the texture property of the whole region. Image retrieval system proposed in [9, 10] relies on texture features only. 

The texture feature similarity is extracted by using wavelets and gradient vector decomposition. 

Texture Feature Extraction using Gabor Filter 

 The Gabor filters are group of wavelet capturing energy at specific frequency and at specific direction. The feature is computed 

by filtering the image with a bank of orientation and scale sensitive filters and computing mean and standard deviation in the 

frequency domain. As texture is the repetition of basic Image texture elements. Hence frequency, direction and phase are widely 

used properties for texture feature extraction. These properties depend on the scale the image is analyzed. This make Gabor filters a 
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suitable tool to extract texture features. They have already been used for texture based image retrieval [12] and proved to be very 

efficient for many applications. 

Texture features are excerpted using the Gabor filter. It is excellent in terms of deprecating the joint uncertainty in space and 

frequency, and is often adopted as an orientation and scale tunable edge and line (bar) detector. A two dimensional Gabor function 

g(x, y) is defined  
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Where σx and σy are the standard deviations of the Gaussian enclosure along the x and y direction. Gabor filters in different 

orientations and scales are used to detect textures in different orientations and scales, respectively. The energy response of a Gabor 

filter in a certain scale and orientation indicates the concurrence of the filter with the image texture. The response of a Gabor filter 

on an image I(x, y) is the convolution of the image I(x, y) and the Gabor filter. 

Structured Identification by Linear Binary Pattern 

LBP is one of the most powerful descriptors to represent local structures. Due to its advantages like computational simplicity & 

tolerance to illumination changes LBP has been successfully used for many different image analysis tasks, such as facial image 

analysis, biomedical image analysis, aerial image analysis, motion analysis, and image and video retrieval [16-18]. The operator 

assigns a label to every pixel of an image by thresholding the 3 by3 neighborhood of each pixel with the center pixel value. Then, 

the histogram of the labels or mean value can be used as a texture descriptor [13].  

For every pixel of the image, its gray scale value is compared with those of the surrounding pixels. The value of each neighbor is 

set to 0 if its gray scale value is smaller than the central pixel‘s value and to 1 otherwise. This creates eight digit binary numbers 

called the local binary pattern. It allows 256 possible values.  

     A local binary pattern is called uniform if the binary pattern contains at most two bitwise transitions from 0 to 1 or vice versa 

when the bit pattern is traversed circularly. For example, the patterns 00000000 (0 transitions), 01110000 (2 transitions) and 

11001111 (2 transitions) are uniform whereas the patterns 11001001 (4 transitions) and 01010010 (6 transitions) are not. In the 

computation of the LBP labels, uniform patterns are used so that there is a separate label for each uniform pattern and all the non-

uniform patterns are labeled with a single label. For example, when using (8,R) neighborhood, there are a total of 256 patterns, 58 

of which are uniform, which yields in 59 different labels[14]. The histogram of the LBP result is a good measure to classify 

textures. 

The value of the LBP code of a pixel (xc,yc) is given by: 
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The plot highlights flat, edge-like, and corner-like regions of the image. Local binary patterns (LBP) which describes the 

neighboring changes around the central point, is a simple yet effective way to represent faces. It is invariant to monotone 

transformation and is robust to illumination changes to some extent. The combination of Gabor and LBP further improves the 

image recognition performance. 

 

Figure 1. Histogram of Local binary patterns (LBP) 

The reasons for omitting the non-uniform patterns are twofold. First, most of the local binary patterns in natural images are 

uniform. Ojala et al. noticed that in their experiments with texture images, uniform patterns account for a bit less than 90% of all 

patterns when using the (8, 1) neighborhood and for around 70% in the (16,2) neighborhood. The second reason for considering 

uniform patterns is the statistical robustness [15]. Using uniform patterns instead of all the possible patterns has produced better 
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recognition results in many applications. On one hand, there are indications that uniform patterns themselves are more stable, i.e. 

less prone to noise and on the other hand, considering only uniform patterns makes the number of possible LBP labels significantly 

lower and reliable estimation of their distribution requires fewer samples. The uniform patterns allow seeing the LBP method as a 

unifying approach to the traditionally divergent statistical and structural models of texture analysis [19-21]. Each pixel is labeled 

with the code of the texture primitive that best matches the local neighborhood. On the other hand, the distribution is just a statistic 

of a non-linearly filtered image, clearly making the method a statistical one. For these reasons, the LBP distribution can be 

successfully used in recognizing a wide variety of different textures, to which statistical and structural methods have normally been 

applied separately. 

Comparative Features of Gabor Filter and Linear Binary Pattern 

Given the aforementioned brief description of the Gabor filter and LBP, it can be noticed that the former belongs to a global 

operator while the latter is a local one. As a consequence, Gabor features and LBP represent texture information from different 

perspectives [22]. Figure.2 illustrates an example of comparison between LBP and Gabor features in a natural image (namely, boat) 

of size 256 × 256. Fig. 2(b) shows the LBP-coded image obtained using (5) with (m, r) = (8, 1), and Figure. 2(c)–(d) illustrates the 

filtered images obtained by the Gabor filter with different θ (i.e., 0, π/4, π/2, and 3π/4).      In Figure 2, the Gabor features produced 

by the average magnitude response for each Gabor-filtered image reflect the global signal power, while the LBP-coded image is a 

better expression of detailed local spatial features, such as edges, corners, and knots. Thus, it is promising to apply the global Gabor 

filter as a supplement to the local LBP operator that lacks the consideration of distant pixel interactions, which is also the 

motivation of this work. 

     The Gabor filter can capture the global texture information of an image, while LBP represents the local texture information. It 

is known that an HSI data usually contains homogeneous regions where pixels fall into the same class [23]. Gabor features are 

able to reflect such global texture information because the Gabor filter can effectively capture the orientation and scale of physical 

structures in the scene. Therefore, combining Gabor and LBP features can achieve better classification performance than using 

only LBP features. 

 

 

Figure 2. Comparison between LBP and Gabor features 

III. PROPOSED METHOD 

Our proposed method is motivated by the fact that in most existing Gabor phase based approaches only the binary relationship 

between neighboring Gabor phases is used for local pattern coding. Histogram features are extracted from the gradient-encoded 

Gabor-filtered images to generate the corresponding image signature. This proposed encoded feature is termed as Hybrid Dynamic 

Gradient Gabor Pattern (HDGGP).  The proposed gradient encoding method has the following properties: 

 Unlike conventional LBP generates a binary string first and then converts this sequence to a decimal value (LBP-like 

descriptor), the proposed coding method directly utilizes the intensity values to calculate the transformation without 

producing intermediate binary sequence values.  

 Contrast information is exploited, the proposed encoding method utilizes the gradient information which has been shown 

to be more effective against lighting variations.  
 They form well-established image decomposition with spatial locality and orientation selectivity characteristics. Therefore, 

they are optimally localized in the space and frequency domains. 

 The extension substantially increases the number of features obtained, and introduces more redundancy between features and 

possibly noise for the final classification task. Therefore, whether using directly the HDGGP histogram bins as features or, as we 

perform in this particular work, using a dissimilarity measure for the histograms between frames, a feature selection or dimension 

reduction technique is essential to be able to perform a meaningful classification using these features.  The proposed dynamic 

texture recognition method is proposed for natural images [22,23]. Compared to the basic LBP, MLBP uses both the spatial 

information and the temporal information. Dynamic local binary pattern (DLBP) is aiming at capturing the dominating patterns in 

texture images [24]. DLBP is extended from uniform LBP by counting the occurrence frequencies of all rotation invariant patterns 
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defined in LBP groups. HDGGP has advantages for representing dynamic textures by extending conventional LBP from 2D image 

to 3D image sequence. In Ref. [25], Lei et al. further extend LBP to Gabor transform domain. A spatial-temporal local binary 

pattern is utilized to model dynamic background.  

The LBP descriptor labels the pixels of an image by determining the gray levels of the P neighbors (with radius R) of the center 

pixel as shown in Fig. 3. Finally, the histogram of the labels is utilized for texture description.  

 

Figure 3 Rotation Invariant Patterns with sampling pixels 

    Pyramid transform is an effective multi-resolution analysis approach. In this paper, we represent local binary pattern in spatial 

pyramid domain. In the low-resolution images, a pixel corresponds to a region in its high-resolutions [28,29]. In Refs. Maenpaa et 

al. call the region as ‘‘effective area’’. Sequential pyramid images are constructed as shown in Figure 4.Each neighboring two 

images are with resolution variation rate 2. Pyramid image can be generated by low pass filters of wavelet transform, Gaussian 

smooth filtering [30], symmetric weighting and block averaging. 

 

Figure 4 Sequential Pyramid transform of images 

The pyramid images can be constructed recursively as follows: 

1( , ) ( , ) 1 (4)G x y f x y for pyramid level l   

 For the pyramids of adjacent two resolutions are determined as follows:  

 1( , ) ( , ) , 1 (5)i i x y

m n

G x y k m n G R x m R y n for pyramid level l      

Where Rx and Ry are the down sampling ratios in x- and y-directions, respectively. Rx,Ry>1 means down sampling is utilized 

during pyramid image generation, while Rx=Ry=1 means no sampling is utilized. k(x,y) is a low-pass filter. It can be Gaussian 

filters with various standard deviations and low-pass filters of wavelet bases. To simplify the computations, Gaussian filtering can 

be approximated by symmetric weighting [31].  

Thus Eq. (5) can be rewritten into   
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Where ω(m,n) is a symmetric weighting function with (2Z+1) taps. ω (m, n) terminates the generating Gaussian kernel k(m,n) 

in terms of the rules of separable and symmetric. In this case, the weighting function closely approximates the Gaussian function 

[29]. Another alternative approach of the Gaussian low-pass filtering is using a local average of the original image. 

IV. RESULTS AND DISCUSSIONS 

 Experiments are conducted to show the effectiveness of the proposed HDGPP descriptors. The first experiment carries out 

comparisons for scene and texture classification performances for original LBP, uniform LBP, rotation-invariant-uniform LBP, 

MLBP and DLBP and their representations in pyramid domain. The second experiment is related to the comparisons for the DGPP 

and its representations in pyramid transform domain (HDGGP) are discussed.We evaluate the performances of LBP, MLBP, DLBP 

and HDGGP on widely used datasets: Sport Event, UIUC texture dataset, and XU texture dataset. Accurate recognition rate (AR) is 

utilized to evaluate the classification performance which is expressed as follows: 

 

100 (7)
NC

AR
NC NM
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Where NC and NM are the correct and missing detections. We also utilize the confusion matrix to show the discriminative 

performance of each category. 

Table 1 Scene Categorization performances on Sports Event Dataset  

(P,R) Feature  5 25 50 AVG 

(8,1) 

DLBP 

HDGGP 

LBP 

MLBP 

32.54 
38.86 

31.91 

37.22 

37.61 
45.75 

36.84 

44.73 

38.76 
47.64 

37.83 

46.55 

36.30 
44.08 

35.53 

42.83 

(8,2) 

DLBP 

HDGGP 

LBP 

MLBP 

33.03 

38.67 

30.00 
35.54 

38.84 

46.67 

35.23 
43.52 

40.17 

48.42 

36.30 
45.38 

37.53 

44.59 

33.84 
41.48 

(8,3) 

DLBP 

HDGGP 

LBP 

MLBP 

34.98 
39.49 

30.43 

35.66 

41.32 
47.88 

36.14 

44.02 

42.91 
49.14 

37.27 

45.93 

39.74 
45.50 

34.61 

41.87 

Table 2 Scene Categorization performances on UIUC Texture Dataset 

(P,R) Feature  5 10 15 AVG 

(8,1) 

LBP 

MLBP 

DLBP 

HDGGP 

29.91 
35.50 

28.28 

35.38 

32.94 
40.01 

31.13 

39.92 

33.77 
40.80 

31.92 

40.47 

32.21 
38.77 

30.44 

38.59 

(8,2) 

LBP 

MLBP 

DLBP 

HDGGP 

28.27 

36.88 
26.06 

37.41 

31.47 

14.53 
28.69 

41.50 

32.04 

42.81 
29.34 

42.41 

30.59 

31.41 
28.03 

40.44 

(8,3) 

LBP 

MLBP 

DLBP 

HDGGP 

27.62 
37.66 

25.31 

38.83 

30.98 
42.21 

28.26 

42.80 

31.71 
43.68 

28.71 

44.02 

30.10 
41.18 

27.43 

41.88 

  

In Table 1 the average performances of HDGGP under (P, R) = (8, 1), (8, 2) and (8, 3) are improved by 7.78%, 7.06%, and 

5.76%, respectively, over DLBP. Comparing with the performances of Sport Event datasets, obvious improvements of HDGGP 

over MLBP for the UIUC and XU datasets are shown. This is the fact that images in the two texture datasets are with large 

resolution variations. In Table 2 LBP texture descriptors taking the resolution variations into account, thus the performances 

improvements are obvious for UIUC dataset.  

Table 3 Scene Categorization performances on XU Texture Dataset 

(P,R) Feature  1 5 10 AVG 

(8,1) 

LBP 

MLBP 

DLBP 

HDGGP 

51.16 

53.02 
57.51 

58.01 

55.34 

66.89 
69.80 

71.83 

56.48 

68.50 
71.61 

73.01 

54.33 

62.80 
66.31 

67.62 

(8,2) 

LBP 

MLBP 

DLBP 

HDGGP 

54.23 
55.22 

55.71 

56.17 

59.67 
64.32 

64.51 

68.69 

66.00 
66.16 

70.77 

73.91 

59.97 
61.90 

63.66 

66.26 

(8,3) 

LBP 

MLBP 

DLBP 

HDGGP 

53.33 

53.82 
55.17 

56.47 

56.67 

62.04 
62.59 

70.63 

63.22 

64.90 
68.86 

72.77 

57.74 

60.25 
62.21 

66.62 

 

In Table 3 the proposed HDGGP Scene Categorization performance compare to the existing methods is effective and improved. 

Also the proposed methods compare to LBP out performs under (8,1) respectively 13.29%,4.82%,1.32 and compare to  MLBP 

under (8,2) the HDGGP performs   6.29%, 4.36% and 2.60%. Also under (8,3) the performance improved and providing the better 

result of feature extraction. 
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Table 4 Performance Comparison of DLBP and HDGGP on Sports Event Dataset 

Size Feature 5 30 50 AVG 

Global 
DLBP 

HDGGP 
45.82 

46.40 

53.26 

53.67 

54.50 

54.68 

51.19 

+0.39 

Grid 3*3 
DLBP 

HDGGP 
50.67 

50.98 

60.31 

61.82 

61.17 

64.00 

57.38 

+1.55 

Table 5 Performance Comparison of DLBP and HDGGP on UIUC Texture Dataset 

Size Feature 3 12 20 AVG 

Global 
DLBP 

HDGGP 
42.66 

46.94 

54.82 

57.89 

57.74 

60.77 

51.74 

+3.46 

Grid 3*3 
DLBP 

HDGGP 
42.33 
45.24 

55.60 
58.23 

59.73 
62.54 

52.55 
+2.79 

Table 6 Performance Comparison of DLBP and HDGGP on XU Texture Dataset 

Size Feature 1 10 20 AVG 

Global 
DLBP 

HDGGP 
53.72 

60.78 

71.37 

77.50 

74.13 

79.43 

66.41 

+6.16 

Grid 3*3 
DLBP 

HDGGP 
45.36 

55.31 

71.41 

78.49 

75.63 

80.77 

64.13 

+7.39 

 

Tables 4–6 show the comparisons for DLBP and its representations in pyramid domain (denoted HDGGP) on Sport Event, 

UIUC, and XU texture datasets. In Table 4–6 to discuss the performance on 5-scale and 8-orientation based Gabor filtering is 

utilized in DLBP and HDGGP. The Classification Performance on varying training samples is shown in the following Figures. 

 

 
 

Figure 5 Retrieval Performances of DLBP and HDGGP on Sport Event Data Set 

 

 

Figure 6 Retrieval Performances of DLBP and HDGGP on UIUC Texture Data Set 
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Figure 7 Retrieval Performances of DLBP and HDGGP on XU Texture Data Set 

     To evaluate the performances of the DLBP and HDGGP for the global image (denoted Global) and the equal-sized sub-

images with 3*3 grids (denoted Grid 3*3) are also shown. From the comparisons, find the improvements of HDGGP over DLBP 

under Global are about 0.39%, 3.46%, and 6.16% respectively, for the Sport Event, UIUC and XU texture datasets. Even though 

good performances are achieved by HDGGP over Grid 3*3 further improvements are made by 1.55%, 2.79% and 7.39% 

respectively. Figure 5-7 represents the Improvement in the performance of the proposed HDGGP under Global and Grid 3*3. For 

three different similarity measurement approaches for both DLBP and HDGGP descriptors are compared under various training 

samples per category. While for Gaussian low pass filters, the standard deviations influence the final performances very much. 

V. CONCLUSION 

Hybrid Dynamic Gradient Gabor Pattern (HDGGP) further enhances the discriminative power of Gabor features and provides a 

more compact face representation. The approach is based on the encoding of local ordinal information of the coefficients in Gabor 

response images. The experimental results demonstrate that, the proposed descriptors provide either better or comparable results 

than other state-of-the-art descriptors in terms of accuracy. Furthermore, The experiment with the score level to exploit 

complementary information provided by phase and magnitude parts. The experimental results revealed the further enhancement in 

the accuracy by combining these two descriptors. It can also be pointed out that the proposed descriptors have shown high 

robustness to challenges like illumination variation and expression etc. Moreover, they are simple to implement, descriptive, and 

achieve highly competitive results. 
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